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1 INTRODUCTION 

1.1 Goal 

The goal of this guideline is to give an overview of damping devices and control algo-
rithms that are often used in the field of structural control of civil structures. From this 
point of view, the guideline may represent a helpful document and a source of ideas 
and references for engineers and scientists working in this research area. 
 

1.2 Definition of the term “Structural Control” 

This guideline focuses on “Structural Control” of civil and large scale mechanical 
structures but not on macro or micro sized structures. Prestressing of structures us-
ing strain actuators in order to produce a desired shape or prestress of the structure 
will not be treated within this document although shape control belongs to the wide 
field of structural control. The presented guideline describes the common damping 
devices and control methods applied for suppression of undesired structural vibra-
tions that occur after the erection of the structure. Hence, this guideline describes the 
tools for vibration mitigation of civil structures. 
 

1.3 Structure of guidelines 

In the second chapter, the guideline describes control devices and control methods 
that are implemented in order to increase the damping of structures. This is the case 
when additional dampers or actuators, respectively, are attached to vibrating struc-
tures and are controlled by a control law. The control algorithms may be part of an 
open loop system or may work in a closed loop, which allows for controlling the de-
vice force according to the actual vibration state. 

In contrast to the second chapter, the third chapter gives an overview of vibration 
isolation systems. Here, the target is not to enhance the structural damping using 
external damping devices but to isolate sensitive structures from disturbances. This 
chapter is divided into two parts. First, passive isolators are described, then, active 
vibration isolation is presented. 
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2 INCREASING DAMPING 

Within the first subchapter, an overview of existing damping devices is given. These 
damping devices include passive dampers, controllable dampers, and actuators. 
Passive dampers are characterized by constant damping properties given by their 
materials and construction. Controllable dampers are often called semi-active de-
vices since their damping force may be adjusted or controlled, respectively. Actuators 
comprise such devices that are able not only to dissipate but also to generate en-
ergy. Thus, actuators are able to put energy into the vibrating structure. 

The second subchapter describes the control algorithms that are usually applied 
when controllable dampers and actuators are used for vibration control. First, the 
main control strategies such as feedback, feed forward and passive control are 
shortly introduced. Then, active damping with collocated actuator sensor pairs is de-
scribed, followed by the optimal control approach within the third subchapter. Finally, 
the most common, other linear control approaches used for structural control are 
presented. 
 

2.1 Damping devices 

In the following, the physics of the most common damping devices are described. 
The damping devices are split up in the sections passive damping devices, semi-
active damping devices, and actuators. 
 
2.1.1 Passive dampers 

2.1.1.1 Linear viscous damper 

Theoretical background 

The equation of motion of a single degree of freedom system (SDOFS) with external 
damper force df  and external disturbance force wf  is 

 wd ffxkxcxm +=⋅+⋅+⋅ &&&  (1) 

where m  denotes the SDOFS mass, c  the SDOFS eigendamping and k  the 
SDOFS stiffness. The viscous damper is a hypothetical device that creates a damp-
ing force which is directly proportional to the SDOFS velocity but with opposite sign 
(Fig. 1) 

 xcf dd
&⋅−=  (2) 

The proportionality factor dc  is the damping coefficient of the external viscous 

damper. The reason why pure linear viscous dampers may be a preferable damping 
device demonstrates the following equation, which results from the substitution of Eq. 
(2) in Eq. (1) 

 ( )
w

c

d fxkxccxm

tot

=⋅+⋅++⋅ &
321

&&  (3) 

This equation is again linear and therefore analytically solvable. Moreover, the main 
benefit of external viscous dampers is that they seem to enhance the material damp-
ing of the structure, in this case of the SDOFS, which is in good approximation pure 
viscous damping. The external viscous damper cannot compensate for the distur-
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bance force wf  since the disturbance force wf  representing excitation forces caused 

by wind, earthquakes and other impacts is unknown. 

Viscous damping devices are based on material damping which may be assumed to 
behave linear viscous. However, it must be mentioned that most dampers classified 
as “viscous dampers” do not behave completely linear over the entire velocity range 
due to sealing friction and nonlinear material behaviour which ends up in a nonlinear 
viscous behaviour at small velocities (Fig. 2). 

The work W  dissipated within the time interval [ ]21, tt  can be formulated as 

 dtxfW

t

t

d ⋅⋅= ∫−

2

1

21
&  (4) 

For periodic excitation, the energy dissipated per cycle becomes (Bachmann et al. 
(1995), Weber (2002)) 

 2

maxmaxmax xcxfW d ⋅⋅=⋅⋅= ππ  (5) 

 

 

Fig. 1: Linear viscous damping: a) force displacement and b) 
force velocity trajectories for periodic excitation. 

Fig. 2: Nonlinear viscous damping at 
small velocities due to seal friction. 

 

Design issues 

In practice, in order to produce damping devices with almost linear viscous character-
istics, dampers on the base of fluids are produced. Basic principles of balance laws 
and explanations about inviscid fluids, Newtonian fluids, and temperature dependent 
Newtonian fluids are given in the books of Soong and Dargush (1997) and Constan-
tinou et al. (1998). 

A possible design for a viscous damping device is shown in Fig. 3 (Connor (2001)). 
The gap between plunger and external plates is filled with a linear viscous fluid which 
can be characterized by 

 γτ &⋅−= vG  (6) 
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The variables τ  and γ&  are the shear stress and strain rate, respectively, and vG  is 

the viscosity coefficient. In case that slip does not exist between fluid and plunger, 
the shear strain is related to the plunger motion by 

 
dt

x
=γ  (7) 

where dt  represents the thickness of the viscous layer. With L  as the wetted length 

and w  as the width of the plunger, the damping force may be written as 

 τwLf d 2=  (8) 

Substituting τ  by Eq. (6) and γ&  by Eq. (7) in Eq. (8) yields 

 x
t

wLG
f

d

v

d
&








−=

2
 (9) 

According to Eq. (2), the viscous damping coefficient of the damping device becomes 

 
d

v

d
t

wLG
c

2
=  (10) 

Hence, the design parameters of such linear viscous dampers based on fluids are: 

• thickness dt  of the viscous layer, 

• the wetted length L , 

• the width w  of the plunger, and 

• the fluid viscosity coefficient vG . 

 

The design of viscous dampers (Fig. 3, Fig. 4) in order to enhance the overall viscous 
damping of, e.g., civil structures, comprises the following steps and may need itera-
tions to meet the requirements: 

1. Determination of structural properties of the civil structure and analysis of the 
structure. 

2. Determination of the desired damping ratio. 

3. Spatial placement of the damping devices. 

4. Design of the viscous fluid damper. 

5. Estimation of structural damping ratio. 

6. Analysis of the overall structural behaviour with the enhanced damping ratio. 
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Fig. 3: Viscous damping device (Connor (2001)). Fig. 4: Viscous damper, 450 kN 
(http://www.taylordevices.com/3seismic.ht
m). 

 

If the dampers are well distributed over the structure, the design process can be re-
duced primarily to the selection of the desired damping ratio. The optimal locations 
are found if the results of structural analysis show that the targeted mode/modes are 
reduced maximally in amplitude. However, to find the optimal damper locations is a 
challenging and nontrivial issue. Since the implementation of dampers requires brac-
ings, the structural stiffness and therefore its resonance frequencies are also af-
fected. The design methodology has to be modified in presence of nonlinearities. 

The physical properties of thick viscoelastic fluids are often quite sensitive to tem-
perature changes. Therefore, temperature compensation is often included in the form 
of a bi-metallic orifice working similarly to a thermostat (Fig. 4). The thermal stability 
is combined with the steel construction that has internally threaded joints and no 
welded or bonded parts. 

A critical issue in the design of orifice dampers concerns the durability of the high 
strength seals. Additionally, these of the high strength seals may be responsible for 
nonlinear viscous damping at small piston velocities since the sealing friction be-
haves like the force offset of friction dampers (Fig. 2). 

Usually, typical buildings have internal critical structural damping of 1% to 3%. The 
critical damping of buildings should be increased by external viscous dampers to ap-
proximately 20% to 25% in order to guarantee that the building is not susceptible to 
vibrations of large amplitudes anymore. As a comparison, most conventional pas-
senger cars use dampers with 20% to 30% percent of critical damping. 

 

Testing and validation 

The damper force characteristics are obtained with a simple testing procedure. The 
damping device is clamped between an actuator and a fixed panel, with a force 
transducer in series connected (Fig. 5, Fig. 6). Due to the sinusoidal displacement 
control of the actuator, the damping device is tested from zero velocity to maximum 
velocity. The first derivation of the measured displacement delivers the velocities. In 
conjunction with the measured force, the damping characteristics of the tested device 
are known. In case that the force transducer is moving together with the damping 
device, the measured force value has to be compensated for the inertia term due to 
the sensor’s mass. 
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Fig. 5: Schematic test set-up. Fig. 6: Measurement of damper behaviour at 
Empa. 

 

There exist dampers like, e.g., the orifice fluid damper (Constantinou and Symans (1993)), 
which behave as linear viscous dampers if operating at low frequencies. At high frequencies, 
many dampers based on fluids show also elastic force values caused by the fluid stiffness. 
These dampers are then called viscoelastic dampers (Jones (2001), see chapter 2.1.1.3). 

 

Implementation 

Viscous fluid dampers have been successfully used for structural control in the fields of: 

• Automotive industries. 

• Bridge design, foundation of superstructures. 

• High buildings for the alleviation of wind and seismic vibrations (Martinez-Romero and 
Romero (2003)). 
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Notations 

Symbol Description Unit 

vG  viscosity coefficient Ns/m2 

L  length m 

W  work, energy J 

c  viscous damping coefficient kg/s 

f  force N 

k  stiffness kg/s2 

m  mass kg 

t  thickness m 

w  width m 

x  displacement m 

γ  shear strain - 

τ  shear stress N/m2 

 

Subscripts 

d  damper 

max  maximum 

tot  total 

w  disturbance 
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2.1.1.2 Nonlinear viscous damper 

Theoretical background 

The force df  of a damper with nonlinear viscous damping behaviour may be expressed as 

follows 

 )sgn(xucf nonlindd
&& ⋅⋅−= −

η
  (1) 

where x&  is the relative velocity between the two damper ends, nonlindc −  is the viscosity of the 

nonlinear damper and η  is a frictional power law exponent (Fig. 7, Tsai and Popov (1998), 

Weber (2002)). The case of 1=η  describes the linear viscous damper behaviour. Velocity 

exponents smaller than one are often chosen because of the fast increase of the damping 
force at low velocities (Fig. 2). 

The main drawback of this kind of damper is that it may clamp the structure at small vibration 
velocities due to the relatively large damper force in the case of 1<η . If the structure is 

clamped at damper position, damper relative displacement and therefore energy dissipation 
become zero. Then, the structure is undamped and the structure at damper position becomes 
a nodal point. Consequently, the entire excitation energy excites the rest of the structure. 

 

Design issues 

In the case of linear viscous dampers, the optimum viscosity may be determined using the 
Matlab tool “root locus” (Preumont (2002)), which determines the optimum viscosity depend-
ing on: 

• the structural properties, 

• damper position, and 

• the target mode that shall be damped maximally. 

However, this tool fails for nonlinear viscous dampers. In this case, two possible design 
strategies are presented. 

Martinez-Rodrigo and Romero (2003) proposed a trial and error method, where the maximum 
damper force of the nonlinear viscous damper is chosen to be smaller than its counterpart of 
the linear viscous damper. The relation is expressed by the so-called force index FI . 
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In a first step, the maximum required damping force is estimated assuming linear viscous 
damping. Then, the maximum force of the nonlinear viscous damper is determined using Eq. 
(2). As a next step, the structure is damped with the nonlinear viscous damper with a chosen 
value of the nonlinear exponent η . Both damper parameters, FI  and η  (note: the parameter 

linc  is already given by the optimum linear viscous damper, Krenk (2000)), are varied within 

an optimization procedure until the optimization criterion is fulfilled. Possible optimization cri-
teria the may be: 

• maximum damping of one target mode, 

• maximum damping of several target modes, or 

• minimum tip displacement of a high rise building for a given excitation time history 
(earthquake). 
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Fig. 7: Mean power equivalent nonlinear viscous damper. 

 

Another design procedure is proposed by Pekcan et al. (1999). The idea is to deter-
mine a mean power equivalent nonlinear viscous damper based on the optimum lin-
ear viscous damper. The damper energy per cycle is 

 ∫ ⋅⋅=
dT

d dtxfW
0

&  (3) 

The mean power over one cycle is the first time derivative, hence 
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The mean power over one cycle of the optimal linear viscous damper is 
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The mean power over one cycle of the nonlinear viscous damper is 
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Equating both mean power values yields the tuning of mean power equivalent 
nonlinear viscous dampers 
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The formula shown in Eq. (7) indicates that the mean power equivalent nonlinear 
viscous damper still needs the choice of one of its design parameters and the as-
sumption of equal maximum damper velocities. 
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Notations 

Symbol Description Unit 

FI  force index % 

P  power W 

W  work, energy J 

c  viscous damping coefficient kg/s 

f  force N 

x  displacement m 

η  frictional power law exponent - 

 

Superscripts 

opt  optimum 

a  mean value of a  

 

Subscripts 

d  damper 

lin  linear 

nonlin  nonlinear 

max  maximum 
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2.1.1.3 Viscoelastic damper 

Theoretical background 

The total force of a viscoelastic damper is the some of its viscous and stiffness parts 
(Jones (2001), Weber (2002)) 

 xcxkf ddd
&⋅−⋅=  (1) 

The stiffness part causes that the ellipse curve in the force displacement map has a 
mean slope of dk  (Fig. 8). The force velocity trajectory is also an ellipse curve. Its 

mean slope still indicates the damper viscosity dc . The dissipated energy over one 

cycle is 

 ∫ ⋅⋅=
dT

d dtxfE
0

&  (2) 

In contrast to pure linear viscous dampers, the force velocity map does not only show 
dissipative but also active force values due to the damper’s stiffness (within quad-
rants I and III in Fig. 8). Viscoelastic behaviour is typical for material dampers, not 
fluid dampers, since materials can withstand constant deformations. 

 

 

Fig. 8: Behaviour of: a) pure elastic materials, b) and c) of viscoelastic materials. 

 

The stress strain relationship of a linear elastic material is 

 γτ ⋅= eG  (3) 
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where τ  and γ  are the shear stress and strain, respectively, and eG  is the elastic 

shear modulus. The stress strain curve is depicted in Fig. 8. For the elastic behav-
iour, time lag between stress and strain and force and displacement, respectively, 
does not exist. The proportionality factor of course is eG . In contrast, stress is 2π/  

radians out of phase with strain for linear viscous damping only. The linear combina-
tion of both produces the behaviour shown by the viscoelastic trajectories in Fig. 8 
with a phase between stress and strain between 0 and 2π/  according to the linear 
combination. 

The hysteresis loops deliver an initial base for analytical modelling the viscoelastic 
material behaviour as a function of strain, frequency and temperature. For the peri-
odic excitation, the basic strain stress relations may be written as follows 

 )sin(max t⋅⋅= ωγγ  (4) 

 [ ])cos()sin(max tGtG ls ⋅⋅+⋅⋅⋅= ωωγτ  (5) 

where sG  is the storage modulus and lG  is the loss modulus. The ratio of loss 

modulus and storage modulus is called loss factor 

 ( )δη tan==
s

l

G

G
 (6) 

The angle δ  signs the phase shift between stress and strain and ranges from 0 for 
elastic behaviour to 2π/  for pure viscous behaviour. Equation Eq. (5) written in an 
alternative form yields 

 )sin(maxmax δωγτ +⋅⋅⋅= tG  (7) 

 222

max 1 η+=+= ls GGG  (8) 

Chang et al. (1993) performed several tests of three types of viscoelastic dampers. 
They concluded that the storage modulus and the loss modulus are functions of am-
bient temperature, material temperature, excitation frequency and shear strain. Dur-
ing damper operation, the energy is dissipated in form of heat producing temperature 
rise in the viscoelastic material. Therefore, the damper properties depend - up to a 
certain degree - on the number of loading cycles and the range of deformation, espe-
cially under large strain due to temperature increase of the damper material. 

Bagley and Torvik (1983) characterized the frequency and temperature dependent 
shear storage modulus and shear loss modulus for most viscoelastic materials. Ferry 
(1980) proposed the method of reduced variables to determine the dependence of 

lG  and sG  on ambient temperature. This method is based on a simplification in 

separating the two variables, frequency and temperature, on which the viscoelastic 
properties depend. These properties are expressed in terms of a single function of 
each. 
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Fig. 9: Example of a viscoelastic damping device according to Connor (2001). 

 

A serious problem with viscoelastic devices is an increase in force at low tempera-
tures coupled with an accompanying overloading of the bonding agent used to glue 
the viscoelastic material to its steel attachments. 

 

Design issues 

There exists a large variety of different damper design procedures, which are col-
lected in Soong and Dargush (1997). 

The damper design procedure for application in structures follows approximately the 
steps described for pure viscous dampers. Aiken et al. (1989) reported that the gen-
eral design methodology for elastomeric bearings for seismic isolation is substantial 
different from the currently used for bridge bearings, in particular in aspects of slen-
derness, rated loads and lateral displacements. 

A possible viscoelastic damper design with bonding steel sheets of a viscoelastic 
material to steel plates is illustrated in Fig. 9 (Connor (2001)). The equation of shear 
strain rewritten becomes 

 
dt

x
=γ  (9) 

For a given shear strain γ , one determines τ  with the stress strain relation. Then, 
the damping force may be estimated as 

 τ⋅⋅⋅= Lwf d 2  (10) 

For periodic excitation and substituting τ  from Eq. (4), one obtains 
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Then, the dissipated energy per cycle becomes 
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Fig. 10: Single bearing test machine (Aiken et al. 
(1989)). 

Fig. 11: Cyclic hysteresis loop of a bolted 
rubber bearing (Aiken et al. (1989)). 

 

Testing and validation 

The testing procedure of a viscoelastic damper needs one step more compared to 
the testing of pure viscous dampers because the elasticity has to be identified too. 
The damping device is clamped between actuator and fixed panel with a force trans-
ducer connected in series (Fig. 10). The spring constant dk  can be easily identified 

by applying a constant load and measuring the resulting displacement. With the 
known spring constant, the testing procedure follows the one of viscous dampers 
(Fig. 11). 

If the actuator is displacement controlled, then the resulting force represents the 
measured system output. The first derivation of the displacement delivers the veloc-
ity. Together with the measured force, the damping coefficient dc  may be identified 

as the mean slope of the force velocity trajectory (Fig. 8). Please note that the meas-
ured total damper force has to be reduced by the inertia force of the sensor if the 
force transducer is moving together with the damping device. 

 

Implementation 

Basically, most material dampers behave viscoelastic. Even some fluid dampers 
show viscoelastic behaviour due to the fluid stiffness although the force due to their 
stiffness is small compared to the force resulting from their viscosity. Therefore, 
numbers of viscoelastic dampers have been implemented on real civil structures for 
structural control. They have been used in the fields of: 

• vibration control and vibration mitigation of sensitive machines (e.g. nuclear 
industry and aerospace technology), 

• base isolation systems, also foundation of superstructures (Huffmann (1985)), 

• damping of vibrations of high rise buildings, and 

• damping of bridge deck and cable vibrations (elastomeric bearings). 

 

Elastomeric bearings 

The bearing systems which have been implemented in buildings are either systems 
which include additional devices to enhance the overall damping of the isolation sys-
tem or do not have extrinsic devices which increase the system damping. The latter 
type can be of the lead-rubber type, in which elastomeric bearings contain a lead-
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plug insert to supplement damping. Another realization is the filled type, in which a 
filler material is added to the rubber to enhance the damping and stiffness properties 
of the compound. A bearing design, proposed by Aiken et al. (1989), is shown in Fig. 
12. The bearing consists of three rubber layers separated by two steel shims and two 
end plates. An external rubber cover layer is used for protection. The material used 
for the bearings is a filled, natural rubber with high damping. 

Kelly and Edgardo (1992) reported that if an isolation system uses high strength elas-
tomers, such as polychloroprene rubber, connected with high quality bonding tech-
niques, the ultimate capacity can be accurately predicted and very substantial safety 
margins can be established. 
 

 

Fig. 12: Bearing system design proposed by Aiken et al. (1989). 
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Notations 

Symbol Description Unit 

eG  elastic shear modulus N/m2 

sG  storage modulus N/m2 

lG  loss modulus N/m2 

L  length m 

W  work, energy J 

c  viscous damping coefficient kg/s 

f  force N 

k  stiffness kg/s2 

t  thickness m 

w  width m 

x  displacement m 

δ  phase angle rad 

γ  shear strain - 

η  loss factor - 

τ  shear stress N/m2 

ω  radial frequency rad/s 

 

Subscripts 

d  damper 

max  maximum 
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2.1.1.4 Coulomb friction damper 

Theoretical background 

In friction dampers, irrecoverable work is done by tangential force required to slide 
one surface of solid body across to another. Contacting surfaces are intended to re-
main dry during operation. No additional hydrodynamic lubricating layer is needed. 
More detailed information in conjunction with numerous references can be found in 
Larssen-Basse (1992) and Taylor (1981). 

Basic theory of solid friction is inferred from physical experiments involving planar 
sliding of rectangular blocks: 

• The total frictional force is independent of the apparent surface area of 
contact 

• The total frictional force is proportional to the total normal force acting 
across the interface. 

• In case of sliding with low relative velocities, the total frictional force is in-
dependent of velocity. 

Hence, the behaviour of a Coulomb friction damper may be described as 

 ( ))(xsignNf d
&−⋅⋅= µ  (1) 

where df  represents the damper force, N  the normal force and µ  the friction coef-

ficient for the two layers. In some cases, the friction coefficient is somewhat higher 
when slippage is imminent than during sliding. This is indicated by the two separate 
friction coefficients of static staµ  and kinetic kinµ  friction coefficients. 

The Coulomb friction force acts always against the direction of movement and there-
fore behaves dissipative like any pure damping force (Fig. 13). The Coulomb friction 
force is zero in the case of zero velocity since relative displacement between the two 
surfaces vanishes (Fig. 13). Therefore, the force of an ideal Coulomb friction damper 
“jumps” from its positive value to zero and then to its negative value when the veloc-
ity changes its sign. In contrast, real dampers that are seen as Coulomb friction 
dampers (e.g. MR dampers at constant current) show a force velocity trajectory as 
depicted in Fig. 13 c). Assuming periodic excitation, the work per one full cycle is 
represented by the rectangular area depicted in Fig. 13 (Weber (2002)) 

 maxmax4 xfW d ⋅⋅= −  (2) 

 
Fig. 13: Coulomb friction: a) force displacement trajectory, b) force velocity trajectory; c) force velocity 
trajectory of real Coulomb friction dampers (e.g. MR dampers at constant current). 
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In order to generalize and extend the theory, involving non-uniform distributions or 
non-planar surfaces, the basic assumptions mentioned above are often abstracted to 
the infinitesimal limit. The generalization of Eq. (1) becomes 

 ( ))(xsignnt
&−⋅⋅= τµτ  (3) 

where tτ  represents the tangential traction and nτ  the normal traction. This equation 

can be also used for determining nominal contact stresses. 

 

Design issues 

In practice, the force trajectory of Coulomb friction dampers will follow qualitatively 
the trajectory depicted Fig. 13 c) due to sealing friction and viscous material behav-
iour. However, the main and only design variable of Coulomb friction dampers is their 
friction force level df . This force level has to be chosen the way that the damper 

does not clamp the main structure due to the constant damper force. However, the 
friction force level of the originally designed and manufactured Coulomb friction 
damper may change during lifetime for several reasons: 

• The damper force level may change due to varying conditions of the sliding 
interfaces. Bimetal interfaces are susceptible to this behaviour because ongo-
ing physical and chemical processes change the friction coefficient consid-
erably. At microscopic level one finds that natural and engineered surfaces 
are not smooth. These irregularities are often categorized as waviness and 
roughness and they are typically present over a wide range of scales. It 
should be mentioned that true contact does occur directly between metals, 
adhesive bonds form across the interface often producing a friction coefficient 
larger than one ( 1>µ ). 

• Aging and corrosion of the surfaces may also affect the originally produced 
friction damper. The investigation of friction processes under such circum-
stances is a challenging issue since the mechanical characteristics of oxide 
films are not well understood. 

• Finally, local deformational processes which occur in the vicinity of surfaces 
may change the friction force behaviour (Soong and Dargush (1997)). During 
the slippage, the dissipated energy will cause local heating along the interface 
of the constituent materials. The thermal effects can result in an aging proc-
ess of surfaces caused by material softening or promoting oxidation. How-
ever, it may be assumed that the system response is not sensitive to relatively 
small variations of ambient temperature. The attention has to be more di-
rected on physiochemical processes, often triggered by atmospheric moisture 
or containments. These processes may change the physical and chemical 
character of the surfaces, caused by formation of oxide layers. In more ag-
gressive environments the interfaces tend to corrode. The formation of the 
geometry of the component is of prime importance to attenuate corrosion. For 
instance, exposed surfaces become a surplus of oxygen and other inaccessi-
ble regions have much less dissolved oxygen. Therefore, a mass transfer 
does occur between anode and cathode (Soong and Dargush (1997)). 

 

Implementation 

In the following, several types of friction damping devices are presented. 
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a) Limited Slip Bolted Joints 

Pall et al. (1980) started with the realization of friction dampers as Limited Slip Bolted 
Joints varying simple sliding elements which have different surface treatments. Sev-
eral surfaces like mill scale, sand blasted, inorganic metallic zinc-rich paint, brake 
lining pads and polyethylene coating were investigated by static and dynamic tests 
evaluating load displacement response under constant cyclic loading (Fig. 14). The 
maximum static slip is obtained for metallic surfaces. The cyclic response is quite 
erratic, with considerable stick-slip associated with the transition from static to kinetic 
frictional response. 

Anagnostides and Hargreaves (1990) reported experimental results from a number of 
other frictional materials. Brake lining materials would perform well in dynamic tests. 
The characterization of their simple brake lining frictional system in terms of an elas-
tic perfectly plastic model is quite appropriate. A mathematical model is given in 
Soong and Dargush (1997). 

 

 

 

Fig. 14: Limited Slip Bolted Joints (Pall et al. 
(1980)). 

Fig. 15: X-braced Friction Damper (Pall and 
Marsh (1982)). 

 

b) X-braced Friction Damper 

A much more effective operation can be reached special damper mechanism, pro-
posed by Pall and Marsh (1982) (Fig. 15). These devices utilize the brake lining 
pads. One principle of a typical X-braced system is based on braces that are de-
signed to buckle at relatively low compressive loads, so the braces contribute only 
when subjected to tension. Installing uni-axial friction elements within each brace, 
slippage would only occur in the tensile direction and little energy dissipation would 
result during cyclic loading. The mechanism tends to straighten buckled braces and 
also enforces slippage in both tensile and compressive directions. 

Pall and Marsh (1982) used a simple elastoplastic model to describe the behaviour of 
this X-braced friction damper. Filiatrault and Cherry (1988) proposed a more refined 
macroscopic model for this device, since the Pall-Marsh model overestimates the 
energy dissipation and the simple elastoplastic model is only valid if the device slips 
every cycle and if that the slippage is always sufficient to straighten completely the 
buckled braces. Wu et al. (2005) published an improved variant of the Pall-typed fric-
tional dampers.  
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c) Sumitomo Friction Damper 

The uni-axial friction damper made by Sumitomo Metal Industries Ltd. utilizes a more 
sophisticated design (Fig. 16). A precompressed internal spring exerts a force that is 
converted trough the action of inner and outer wedges into a normal force on the fric-
tion pads. The use of graphite plug inserts ensures dry lubrication in order to main-
tain a consistent friction coefficient between the pads and the inner surface of the 
steel casing. Aiken and Kelly (1990) reported that the response of this damper is ex-
tremely regular and repeatable with rectangular hysteresis loops. Effects of loading 
frequency, number of cycles, and ambient temperature are indicated as not sensitive. 

 

  

Fig. 16: Sumitomo Friction Damper (Aiken and 
Kelly (1990)). 

Fig. 17: Energy Dissipating Restraint (EDR) (Nims 
et al. (1993)). 

 

d) Energy Dissipating Restraint 

The Energy Dissipating Restraint (EDR), designed by Fluor Daniel, Inc., is similar to 
the Sumitomo concept, since this device also includes an internal spring and wedges 
encased in a steel cylinder (Fig. 17). A detailed description of the damper design is 
provided in Nims et al. (1993). The EDR uses steel compression wedges and bronze 
friction wedges in order to transform the axial spring force into normal pressure act-
ing outward on the cylinder wall. The frictional surface is formed by the interface be-
tween the bronze edges and the steel cylinder. Internal stops are ensured within the 
cylinder in order to create the tension and compression gaps. It should be mentioned 
that the length of the internal spring can be altered during operation, providing a vari-
able frictional slip force. Other realized friction dampers can be found in the book of 
Soong and Dargush (1997). 
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Notations 

Symbol Description Unit 

W  work, energy J 

N  normal force N 

f  force N 

x  displacement m 

µ  friction coefficient - 

τ  traction N/m2 

 

Subscripts 

d  damper 

kin  kinetic 

max  maximum 

n  normal 

sta  static 

t  tangent 
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2.1.1.5 Structural friction damper 

Theoretical background 

Structural damping is the use of internal friction in a material to transform structural 
vibration energy into heat produced within the damper material. This reduces vibra-
tion amplitudes of the main structure. The definition equation of friction dampers is 
(Weber (2002)) 

 ( ))sgn(xxkf dd
&−⋅⋅=  (1) 

where sk  is called pseudo-stiffness factor. For periodic excitation, Fig. 18 shows the 

force displacement and force velocity trajectories of structural friction dampers. 
Please notice that the damper force “jumps” just before reaching its maximum value 
to zero (see the path direction in Fig. 18 indicated by arrows) because of the damper 
velocity that is zero at )2( ωπ ⋅=t  and at )2(3 ωπ ⋅⋅=t . The dissipated energy per 
full cycle is equal to 
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Fig. 18: Structural damping: a) force displacement trajectory and b) force velocity trajectory. 

 

Testing and validation 

The goal of testing structural friction dampers is to identify the single damper pa-
rameter dk . Therefore, the testing procedure of structural friction dampers follows the 

one of linear viscous dampers except that not the damper’s viscosity but the 
damper’s stiffness is identified. The identification can be realized by simply measur-
ing pairs of force deformation values. Several pairs have to be measured in order to 
be able to identify nonlinear stiffness behaviour. 
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Implementation 

Structural friction dampers are often implemented as vibration mitigation devices di-
rectly within pylons and struts in order to dissipate vibration energy and therefore to 
mitigate the structure. Especially, they are used in: 

• base isolation systems, 

• damping of belfries, 

• gear boxes as damping materials, 

• hollow parts or profiles as damping material, and 

• automotive applications. 
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Notations 

Symbol Description Unit 

W  work, energy J 

f  force N 

k  stiffness kg/s2 

x  displacement m 

 

Subscripts 

d  damper 

max  maximum 
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2.1.1.6 Hysteretic damper 

Theoretical background 

The inelastic deformation capability of metallic substances represents an effective 
energy dissipation mechanism for damping of engineering structures. The stress 
strain curve depicted in Fig. 19 a) is typical for most metals. For strain values less or 
equal than Yε , the stress strain relation is linear and the initial state O is fully recov-

erable if the applied load is removed. For strain values larger than Yε , the metal 
yields and deforms irreversible. The plastic deformation occurs directly with energy 
dissipation. If the load in point B is removed, static deformation remains due to the 
inelastic deformation from Y to B, therefore denoted as ineε . Only the elastic part elaε  

is recovered. At point M, the maximum load is reached. The ultimate failure occurs at 
point Ω  (Soong and Dargush (1997)). 
 

 

Fig. 19: Hysteretic damping: a) stress strain relation, b) real hysteretic damper behaviour, c) idealized 
hysteretic damper behaviour. 

 

The shape of the force displacement trajectory depends on the stress strain relation-
ship of the material and the device design (Fig. 19 b)). For the case of an ideal elas-
tic-plastic material behaviour, the relation between damping force and displacement 
is as shown in Fig. 19 c). The dissipated energy per cycle of an ideal elastic-plastic 
material becomes 

 ( ) ( ) ( ) ( )1444 2

maxmax −⋅⋅⋅=−⋅⋅⋅=−⋅⋅= µyyyyyyy xkxxxkxxfW   

  (1) 

where yf  is the yield force, yx  the displacement at which the material starts to yield, 

maxx  the maximum displacement, yk  the elastic damper stiffness and the ductility 

ratio µ  denotes the ratio between maximum displacement and yield displacement 
(Jones (2001)) 

 
yx

xmax=µ  (2) 
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Design issues 

An example 

Jones (2001) presents an example how to design a hysteretic damping device. The 
damping device consists of a cylindrical rod of length L  and cross sectional area A  
(Fig. 20). Provided that the damper material behaves ideal elastic-plastic, the yield 
force may be expressed as follows 

 yyyy xkAf ⋅=⋅= σ  (3) 

Considering the relationship between strain and deformation 

 yy Lx ε⋅=  (4) 

the linear stiffness describing the elastic behaviour becomes 

 E
L

A

L

A
k

y

y

y ⋅=⋅=
ε

σ
 (5) 

Equation Eq. (5) describes the known relation between stiffness and elasticity 
modulus E . Hence, by appropriate choice of material ( E ) and geometry ( A , L ), the 
desired damper with maximum expected deformation and maximum tolerable 
damper force may be designed. 

 
 

Fig. 20: Ideal elastic-plastic damping device according to Jones (2001). Fig. 21: X-shaped Plate 
Damper. 

 

The idea of utilizing separate metallic hysteretic dampers in order to improve the re-
sistance of structures in the case of earthquakes was formulated firstly by the con-
ceptual work of Kelly et al. (1972) and Skinner et al. (1975). In recent years, many 
new designs of metallic dampers have been produced. Two examples are shown in 
Fig. 21. An X-shaped plate damper or ADAS (Added Damping And Stiffness) device 
has been studied via experiments by Bergman and Goel (1987), Whittaker et al. 
(1989), Whittaker et al. (1993), and subsequently employed in the seismic retrofit 
projects discussed by Martinez-Romero (1993) and Perry et al. (1993). The hour-
glass shape produces nearly uniform curvature throughout the plate during infinitesi-
mal deformation. Similar reasoning has also led to the development of triangular 
plate systems by Tsai et al. (1993). 

 

Modelling approaches 

In order to characterize the metallic damper response, a couple of different suit-
able force displacement models can be taken. The first approach involves the direct 
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use of experimental data from damper tests. The whole damper behaviour is de-
scribed by the static damper map, which consists of the fitted force displacement 
trajectories. 

Another way of modelling is that the damper model is constructed from an appropri-
ate constitutive relationship for metals by applying the principles of mechanics. From 
a constitutive model of a metal, the force displacement relationship can be developed 
introducing a geometric description of the device and employing principles of me-
chanics. The geometric description may require a finite element discretization or can 
be adequately modelled, for instances by simple strength of materials representation. 
For the example of a triangular plate damper, Tsai et al. (1993) introduced a set of 
equations to describe the following force displacement model 

 x
L

hwEN
f d ⋅









⋅

⋅⋅⋅
=

3

3

0

6
 (6) 

where df  represents the damper force, N  the number of identical triangular struc-

tural steel plates, which are positioned in parallel, x  the damper displacement, h  the 
thickness of the cantilevered plate, L  the length and 0w  the base width. This model 

agrees reasonably well with performed experiments. However, the model is valid only 
for the elastic response of the damper. Thus, the dissipated energy of the device 
cannot be estimated using this model. 

Soong and Dargush (1997) recommended a finite element analysis methodology. For 
the example of triangular plate damper model, development and subsequent calcula-
tions were described. Generally, in the same way, a wide range of metallic dampers, 
including the X-shaped plate dampers, can be developed. A more detailed descrip-
tion of a mechanic based modelling approach for triangular plate dampers is provided 
in Dargush and Soong (1990) and in Tsai and Tsai (1995). 

In the analysis of single-degree-of-freedom systems (SDOFS), the addition of a pure 
viscous device increases the system damping independently of the excitation forces. 
Although the insertion of metallic dampers into SDOFS generally reduces the re-
sponse by the portion of the dissipated energy, the SDOFS response may increase 
for some specific seismic inputs due to the added stiffness of the hysteretic damper. 
Soong and Dargush (1997) have illustrated a particular case in which an elastoplastic 
damper is either ineffective or even detrimental under special ground motion. This 
experience suggests that a detailed analysis of the nonlinear transient dynamics is 
required to evaluate the effectiveness of metallic dampers for seismic protection of 
civil structures. 

On the basis of the finite element method, the Newton-Raphson time domain ap-
proach is directly applicable for structures that include metallic dampers. Applications 
of nonlinear structural analysis to building frames using X-shaped dampers are pro-
vided by Xia et al. (1990) and for the case of using triangular plate dampers by Tsai 
et al. (1993). Another approach is provided by Soong (1990), which allows for rewrit-
ing the governing equations in state space representation and solving in an efficient 
and accurate way by application of first order differential equation solvers. 

 

Effect of viscoplasticity 

For steel at approximately room temperature and in the case of moderate strain 
rates, it can be assumed that the plastic flow occurs instantaneously compared to the 
time variation of the applied load. In cases of lead dampers or steel at high tempera-



SAMCO Final Report 2006 

F05 Guidelines for Structural Control 
 
 

www.samco.org  Page 36 of 155 

 

ture or under very high strain rates, the creep and relaxation phenomenon must be 
considered. Creep signifies increasing strain with time under constant stress. Relaxa-
tion is defined as continual reduction of stress with time for a material under constant 
strain. In order to model the motion of dislocations, it is necessary to incorporate the 
physics of time independent plastic strains and time dependent creep strains to a 
unified theory. Özdemir (1976) proposed the following uni-axial model 
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where ε&  is the strain decrement, τ  and bσ  represent the relaxation time and back 

stress, respectively. The drag stress dσ  is a material constant. The quantity bσσ −  

is denoted as overstress. This allows the modelling of the kinematical hardening ef-
fect. A detailed discussion can be found in the book of Soong and Dargush (1997). 

 

Effect of temperature 

The mechanical properties of steel in structures at approximately room temperature 
are both consistent and stable. Therefore, steel is often used as a building material. 
In case of impacts by major earthquakes, the structural steel within metallic dampers 
will cycle into the inelastic range. A significant portion of dissipated energy will be 
converted into heat. The surrounding metal will be heated. The quantity of tempera-
ture increase can be estimated by considering the energy balance. The dissipated 
energy represents a heat source, while conduction and convection processes lead to 
a redistribution of energy. For reasonable large steel damper design, it may be as-
sumed that temperature increase does not significantly alter the mechanical proper-
ties of the device. 

The behaviour of lead dampers is much more sensitive to moderate increases be-
yond room temperatures. Thus, in this case, thermal effects must be considered. 

 

Consideration of failure 

The theories of plasticity and viscoplasticity describe the behaviour of metals in the 
inelastic range during cycling loading but not the fail due to fatigue. The phenomenon 
of the low-cycle fatigue is of main interest. Low cycle fatigue results from a limited 
number of excursions into the inelastic range. Growth and interconnection of micro 
sized cracks lead eventually to failure at macroscopic level. In practice, a more phe-
nomenological approach is used based upon the concept of material damage. It 
should be recognized that these plate dampers represent critical elements in the 
overall seismic protective system and therefore must be engineered to a high level of 
reliability. Dargush and Soong (1995) used a simple modelling approach for the me-
chanics of materials in order to study the behaviour of triangular metallic plate damp-
ers under cyclic load. 

 

Testing and validation 

Soong and Dargush (1995) reported that, from a review of literature, much effort has 
been expended on experimental testing of metallic dampers and test structures. For 
determination of the mechanical characteristics of the damping devices, an in-plane 
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testing frame is employed and the horizontal displacement and the vertical force as 
well are controlled. The investigations should include: 

• the force response at several displacement levels, 

• fatigue history, and 

• temperature rise of the specimen during cycling loading. 

 

Implementation 

Hysteretic dampers have been successfully applied for structural control in the fields 
of: 

• design of seismic passive energy dissipation systems (Constantinou et al. 
(1998), Paulay and Priesley (1992)), and 

• base isolation systems and foundation of superstructures (Bhatti et al. 
(1978)). 
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Notations 

Symbol Description Unit 

A  cross sectional area m2 

E  elasticity modulus N/m2 

L  length m 

W  work, energy J 

f  force N 

k  stiffness kg/s2 

x  displacement m 

ε  strain m 

µ  ductility ratio  - 

σ  stress N/m2 

τ  relaxation time s 

 

Subscripts 

d  damper 

max  maximum 

y  yield 
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2.1.1.7 Shape memory alloy damper 

Theoretical background 

Shape memory alloys (SMAs) are metallic materials that mainly exist in two different 
crystal structure types, namely martensite and austenite or a combination of both. 
Martensite is characterized by a body centred tetragonal crystal structure and aus-
tenite by a body centred cubic crystal structure. Since the properties of SMAs change 
according to the two input variables temperature and strain, SMAs are often called 
“smart materials”. The phase transformation of SMAs is reversible. Profound informa-
tion about material behaviour of SMAs and their applications may be found in Duerig 
(1990), Funakubo (1987), Humbeeck (2001), Janke et al. (2005), Otsuka and Way-
man (1999), and in Otsuka and Kakeshita (2002). 

Due to the fairly high damping characteristics of SMAs, these materials are also used 
as dampers. If the material properties are changed according to the actual material 
temperature and material strain, respectively, SMAs represent controllable dampers 
or semi-active damping devices, respectively. Within this chapter, SMAs used as 
passive dampers are introduced, whereas the use of controllable SMAs is described 
in chapter 2.1.2.2. 

According to Janke et al. (2005), primarily, one may distinguish between four differ-
ent behaviours of SMAs: 

1. SMAs may behave “actuator like” (Fig. 22), 

2. SMAs show the so-called “shape memory effect” (Fig. 23), 

3. SMAs behave super elastically (Fig. 24), and 

4. SMAs may act as hysteretic material dampers in pure martensitic state 
(Fig. 25). 
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Fig. 22: Stress strain curves and transformation temperature profiles for “actuator like” change of strain 
and stiffness at constant stress (Janke et al. (2005)). 

 

If SMAs behave “actuator like”, ambient temperature is below the temperature “mart-
ensite finish” (Mf). After pure martensite has been deformed, the crystal structure of 
the SMA may be changed from martensite to austenite and back by heating and 
cooling (horizontal dashed line in Fig. 22). Since austenite has a larger elasticity 
modulus than martensite, a device with two different elasticity moduli may be pro-
duced. If a spring is produced with such an SMA and connected with another steel 
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spring, the connecting point will move when heating and cooling. This is the reason 
why this SMA behaviour is called “actuator like”. 

If ambient temperature lies between “martensite finish” and “austenite start” (As), the 
so-called “shape memory effect” of SMA occurs. First, pure martensite is deformed 
plastically. Then, the load is removed and plastic deformation results (Fig. 23). From 
this point, two scenarios are feasible. If the SMA is heated without geometrical con-
straints, martensite will change to austenite which ends up in a full shape recovery of 
the initial shape in point A. If the SMA is heated at constant strain, stress increase 
results due to the phase change to austenite, which has a larger elasticity modulus. 
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Fig. 23: Stress strain curves and transformation temperature profiles for shape memory effect in the 
case of free strain recovery and constraint strain recovery (Janke et al. (2005)). 

 

If ambient temperature lies above “austenite finish” (Af), the SMA behaves “super 
elastically” (Fig. 24). Pure austenite is deformed until it reaches plastic state. Then, 
austenite will transform to martensite with increasing strain (see plateau in Fig. 24). 
When the state of pure martensite is reached, the plateau ends and the stress strain 
curve goes up with smaller slope due to smaller elasticity modulus of martensite rela-
tively to austenite. During unloading, martensite will change to austenite on a lower 
stress plateau. Finally, the SMA consists again of pure austenite. The area enclosed 
by the stress strain trajectory is equivalent to the dissipated energy per cycle. There-
fore, SMA working in superelastic mode may be used as dampers. 
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Fig. 24: Stress strain curves and transformation temperature profiles for the so-called superelastic be-
haviour (Janke et al. (2005)). 
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If ambient temperature lies between “martensite finish” and “austenite start”, SMAs 
may work as pure martensitic, hysteretic dampers if temperature is constant (Fig. 
25). Basically, also pure austenitic SMAs may work as hysteretic dampers. However, 
the main advantages of martensitic hysteretic dampers are: 

• The elasticity modulus of martensite is smaller than of austenite. There-
fore, the stress strain trajectory encloses a larger area for the same 
stress which results in larger damping for the target structure. 

• Due to the reorientation of martensite variants, martensite can withstand 
many more deformation cycles than austenite without failure for the same 
dissipated energy. 
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Fig. 25: Stress strain curves and transformation temperature profiles for martensitic hysteretic damping 
(Janke et al. (2005)). 

 

Due to the larger hysteresis loop of SMAs working as pure martensitic hysteretic 
dampers compared to the hysteresis area of SMAs operating in superelastic mode 
(Fig. 26), SMA passive dampers are usually based on the former effect. 
 

 

 

Fig. 26: Hysteresis loops for: a) superelastic SMA 
behaviour and b) martensitic hysteretic damping 
(Janke et al. (2005)). 

Fig. 27: Torsion bar design (Witting and Cozzarelli 
(1992)). 
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Design issues 

Witting and Cozzarelli (1992) investigated four principal design mechanisms for pro-
ducing an SMA based damping device. They used a Cu-Zn-Al alloy. It was a bar in 
torsion and beam in bending, which was axially loaded, and the clamped plate was 
loaded in the centre (Fig. 27). They found that the annular clamped plate was much 
too stiff and resulted in very small strains. The axially loaded beam was also found 
unsuitable because the constraints of stiffness and strain would cause the beam to 
buckle. A direct comparison between torsion and bending beam showed that more 
energy was put into higher strain regions in the torsion bar design than in the bending 
beam design. The larger strain resulted in a bigger amount of energy absorbed. 
Therefore, the torsion bar design apparently resulted in a more effective damper. 

For the first assessment of the damper capabilities, a linear constitutive mode was 
used. The basic dimensions of the damper are torsion arm length D , radius of tor-
sion bar R , and length of torsion bar L  (Fig. 27). The angle of twist Θ  of a solid 
round bar of radius R , length L , with torque T  applied at the end of the bar and 
shear modulus G  is 

 
4

2

RG

LT

⋅

⋅⋅
=Θ  (1) 

The angle of twist Θ  due to the displacement x  is expected to be small, which al-
lows the following simplification 

 ( ) Θ≈Θ= sin
D

x
 (2) 

The shear strain xyε  may be expressed in terms of L , D , x  and the radial distance 

r  from the centre of the bar as follows 

 
DL

rx

L

r
xy ⋅⋅

⋅
=

⋅
⋅Θ

=
22

ε  (3) 

The damper force is given by 

 
2

4

DL

xRG
f d ⋅

⋅⋅⋅
=

π
 (4) 

Considering that the damper force is the product of damper stiffness and damper 
displacement, the damper stiffness can be expressed as 

 
2

4

DL

RG
kd ⋅

⋅⋅
=

π
 (5) 

The maximum shear strain occurs at Rr =  if the displacement x  reaches its maxi-
mum maxx . This yields for the maximum strain 

 
DL

Rx

⋅⋅

⋅
=

2

max

maxε  (6) 

Solving Eqs. (5) and (6) for D  yields 
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dkx

RG
D

⋅

⋅⋅⋅⋅
=

max

max

32 επ
 (7) 

which leads to the length L  as follows 

 
2

max

2

max

4 επ ⋅⋅⋅⋅

⋅
=

RG

xk
L d  (8) 

Upon substitution of Eq. (7) into Eq. (3) leads to the shear strain as follows 

 
R

r
xy

⋅
= maxε

ε  (9) 

The equation of strain energy density is 

 2

0 2 xyGU ε⋅⋅=  (10) 

This equation must be integrated over the high strain region. Since the strain is inde-
pendent of y , the integration limits for Θ  become 0 and 2π . The maximum of r  is 

R . The minimum value of r  can be calculated by substituting minε  for xyε  in Eq. (9) 

which leads to 

 
max

min
min ε

ε⋅
=

R
r  (11) 

Using Eq. (7) in order to eliminate L , the total strain energy may be estimated by 

 Θ⋅⋅⋅⋅
⋅⋅

⋅= ∫ ∫ ∫ ddydrr
R

G
W

a R

b

3

2

0 0

2

2

min2
2

π ε
 (12) 

with: 
2

max

2

2

max

4 επ ⋅⋅⋅⋅

⋅
=

RG

kx
a d  (13) 

 
max

min

ε
ε⋅

=
R

b  (14) 

For the final design, a more accurate nonlinear model is developed. The constitutive 
law used in the analysis is bilinear 

 ( ) ( ){ } ( )
txyxytxyxy UGGG εεεεετ −⋅−⋅−⋅+⋅⋅= 211 22  (15) 

The two shear moduli 1G  and 2G  represent the elastic and inelastic shear modulus. 

The variable tε  is the strain value at which the stress strain trajectory changes its 

slope. The term )( txyU εε −  denotes the step function as follows 

 ( )




>

≤
=

0:1

0:0

x

x
xU  (16) 
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The stress strain curve described by Eq. (15) is depicted in Fig. 28. The torque pro-
duced from the two torsion bars within the damper (Fig. 27) may be calculated as 

 ( ) Θ⋅⋅⋅⋅⋅=⋅= ∫ ∫ ddrr rDfT

R

xyd

π

τ
2

0 0

2  (17) 

Substituting xyτ  from the constitutive law in Eq. (17) and using Eq. (3) for the shear 

strain, the damper force becomes 
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 (18) 

Assuming xDLR t /2 ε⋅⋅⋅> , integration of Eq. (18) simplifies to 
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  (19) 

The two presented design approaches delivered two estimates of the damper force. 
By choosing the geometrical design parameters L , D , and R  and selecting the ap-
propriate material, which defines 1G , 2G , and tε , the damper force may be esti-

mated using the simplified approach of Eq. (4) or the more accurate approach given 
by Eq. (19). 
 

 

Fig. 28: Stress strain diagram used for bilinear 
damper model (Witting and Cozzarelli (1992)). 

Fig. 29: Force displacement loops (Witting and 
Cozzarelli (1992)). 

 

The application of the SMA dampers is limited due to dimensions of civil structures 
which makes relatively high damping forces necessary. Therefore, in case of damp-
ing civil structures using SMAs, large amount of material is needed compared to 
other applications as in the case of, e.g., automotive engineering or medical micro 
technologies. Probably one of the most important reasons why SMA dampers are not 
so often used in civil engineering for vibration mitigation is that the increase of damp-
ing is low compared to the financial investment. Another reason might be that a value 
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of 40% material damping is quite high but only a part of all mechanical energy can be 
transmitted to the damping part in devices (Humbeeck and Kustov (2005)). 

 

Testing and validation 

SMA dampers are tested similarly to other damper types; see the test set-up configu-
ration depicted in Fig. 5 and Fig. 6. An example of measured force displacement tra-
jectories of SMA dampers is depicted in Fig. 29 (Witting and Cozzarelli (1992)). The 
tested SMA is a CU-Zn-Al alloy. 

 

Implementation 

Due to the fairly large material costs of SMAs, such dampers are rarely implemented 
in civil structures in order to enhance structural damping. If SMA based passive 
dampers shall be used for vibration reduction, the SMA operating as a martensitic 
hysteretic damper should be used because this operating mode provides maximum 
additional damping to the structure. 

Basically, the main motivation to use SMA as damping element is to have a semi-
active damping device available, where, e.g., the force may be adapted to the struc-
ture by heating and cooling the SMA device (Li et al. (2004), Rustighi et al. (2005), 
Williams et al. (2002)). Such kind of applications is shortly described in chapter 
2.1.2.3. 
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Notations 

Symbol Description Unit 

D  torsion arm length m 

G  shear modulus N/m2 

L  length m 

R  radius m 

T  temperature; torque K; Nm 

W  work, energy J 

f  force N 

k  stiffness kg/s2 

r  radial distance m 

x  displacement m 

Θ  angle of twist rad 

ε  shear strain - 

τ  shear stress N/m2 

 

Subscripts 

d  damper 

max  maximum 
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2.1.1.8 Passive tuned mass damper 

Introduction 

A passive tuned mass damper (TMD) or tuned vibration absorber is basically an en-
ergy dissipation device that in its simplest form consists of a mass that is attached to 
a structure (primary system) with spring and damper elements (Fig. 30). Due to the 
damper, energy dissipation occurs whenever the mass of the TMD oscillates with 
non-vanishing displacement or velocity relative to the primary system. This is 
achieved by transferring as much energy as possible from the primary system to the 
TMD by a careful tuning of the natural frequency and damping ratio of the TMD. 
Since the mass of the TMD is significantly smaller that that of the primary system, 
transferring energy from the primary system to the TMD generates a great relative 
oscillation of the mass of the TMD. 

Contrary to a standard damper which generally provides additional energy dissipation 
in a wide frequency band, a TMD operates efficiently only in a narrow frequency 
band. This behaviour is closely related to the mechanism of energy transfer from the 
primary system to the TMD. High energy transfer arises whenever the natural fre-
quency of the TMD is tuned to the natural frequency of the primary structure. There-
fore, if attached to a continuous structure, the TMD mitigates only one specific vibra-
tion mode.  

The concept of a TMD without integrated damping device was invented by Frahm in 
1909 (Frahm (1909)) to reduce the rolling motion of ships. A first theory of the TMD 
with integrated damping device was presented years later by Ormondroyd and Den 
Hartog (Ormondroyd and Den Hartog (1928)). In Den Hartog’s monograph (Den Har-
tog (1947)), a detailed analysis of optimal parameters of a TMD is presented. There, 
the model of a primary structure with an attached TMD is represented by the two de-
gree of freedom system shown in Fig. 31. Den Hartog used the fixed-points method 
for obtaining an accurate approximate solution of the optimal parameters, natural 
frequency 

t
f  and damping ratio 

t
ζ , of a TMD that minimizes the displacement of the 

primary structure where the latter has vanishing structural damping. A list of optimal 
parameters for different minimization objectives obtained by the fixed-points method 
is given in Warburton (1982) and in the textbook of Korenev and Reznikov (1993). 
Recently, a method for computing exact closed form solutions of optimal parameters 
that minimizes the maximum of transfer functions was presented by Nishihara and 
Asami (2002). For structures with vanishing structural damping, exact solutions with 
respect to different minimization objectives are given in Asami and Nishihara (2003). 

If the primary system is subjected to random white noise excitation, that is, an excita-
tion that contains any frequency with exactly the same amplitude, the design of a 
TMD is based on the minimization of the integral of the square of the absolute value 
of the transfer function (Crandall and Mark (1963)). Exact closed form solutions of the 
optimal parameters of a TMD for different minimization objectives and undamped 
primary system are given by Warburton (1982) and Korenev and Reznikov (1993).  

In practical applications, the primary system has non-vanishing structural damping 
and therefore many attempts have been made to find exact, closed form solutions of 
the optimal parameters. Unfortunately, so far, no exact algebraic solutions to this 
problem are known. Empirical formulas for several minimization objectives, that are 
based on numerical optimization results, were given by Ioi and Ikeda (1978). Re-
cently, analytical approximations obtained by perturbations techniques were con-
structed by Asami et al. (2002). 
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Fig. 30: Typical implementation of a TMD for vertical vibration mitigation of bridges. 

 

Basic equations of the passive TMD 

The standard model of a linear elastic structure with a linear TMD is the two degree 
of freedom model displayed in Fig. 31. The equations of motion of this model are 
given by  

 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ) ( ),

p p p t p p t p t t t t p g

t t t t t t t p t p t g

m u t c c u t k k u t c u t k u t f t m u t

m u t c u t k u t c u t k u t m u t

+ + + + − − = −

+ + − − = −

&& & & % &&

&& & & &&
,  

  (1) 

where ( )pu t  is the displacement of the primary system ( )
t

u t  the displacement of the 

mass of the TMD (see Fig. 31). Both displacements are measured relative to the 
base. , ,p p pm c k  are the modal mass, damping constant and stiffness of the primary 

system, and , ,
t t t

m c k  are the mass, damping constant and stiffness of the TMD. ( )f t  

is the force acting the primary system, ( )gu t&&  is the base acceleration and pm%  is the 

participating mass of the primary system (see the end of this section for further de-
tails).  

When formulated with respect to ( )pu t  and ( ) ( ) ( )r t pu t u t u t= − , the relative dis-

placement of the TMD mass with respect to the displacement of the primary system, 
the equations of motion are 

 
( ) ( ) ( ) ( ) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ),

p p p p p p t r t r p g

t p t r t r t r t g

m u t c u t k u t c u t k u t f t m u t

m u t m u t c u t k u t m u t

+ + − − = −

+ + + = −

&& & & % &&

&& && & &&
 (2) 

The standard model of a structure with a TMD is obtained by modelling the structure 
as a one-degree-of-freedom system using modal displacements. This dramatic sim-
plification is justified by the particularity of properly tuned TMDs to operate effectively 
only in a narrow frequency band. TMDs are therefore designed to mitigate the oscilla-
tions of a specific vibration mode. A linear elastic structure with TMD can be mod-
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elled by multi-degree-of-freedom system with N  degree-of-freedoms where the TMD 
is connected with the k’th degree-of-freedom of the structure. The 1N +  equations of 
motion are given by 
 

 

Fig. 31: Two degree of freedom model of a TMD attached to a primary structure. Left: Excitation force 
( )f t  acting on the primary mass. Right: Excitation through base acceleration ( )gu t&& . 

 

 
,

( ) ( ) ( ) ( ( ) ( )) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ),

p p p p p p t t t t k p g

t p k t r t r t r t g

M U t C U t K U t c u t k u t E F t M E u t

m u t m u t c u t k u t m u t

+ + − + = −

+ + + = −

&& & & &&

&& && & &&
  

  (3) 

where ,p pM C  and pK  are the mass, damping and stiffness matrices of the multi-

degree-of-freedom model of the structure, E  is the column vector with a one in each 
row, 

k
E  is the column vector with a one in the k’th row and a zero in all other rows 

and ,p ku  is the displacement of the k’th degree-of-freedom of the structure. We as-

sume that the TMD shall be designed to mitigate the vibrations associated to the 
mode shape 

k
ψ , where 

k
ψ  is a solution of the eigenvalue problem 

2 0p k k p kM Kψ ω ψ− =  and is normalized in such a way to display a one in its k’th row. 

Using the mode shape 
k

ψ , the displacement of the primary structure associated to 

this mode shape can be described by , ,p k k p kU uψ= . The two-degree-of-freedom 

model is obtained by multiplying the first equation in Eq. (3) from the left with the 
transpose of the mode shape 

k
ψ . By this operation, the relationship between the 

parameters describing the structure of the two-degree-of-freedom system and the N-
degree-of-freedom system are given by 

 , , , ( ) ( ),T T T T T

p k p k p k p k p k p k k p k pm M c C k K f t F t m M Eψ ψ ψ ψ ψ ψ ψ ψ= = = = =% .  

  (4) 

Observe that 1T

k k
Eψ =  because of the specific normalization of the mode shape 

k
ψ . 

In general, the participating mass is not equal to the modal mass of the primary sys-
tem: p pm m≠% . By introducing the participation factor 
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( )

1

T T

k p k p k

m T T

k p k k p k

M E M E

M M

ψ ψ ψ

ψ ψ ψ ψ

−
Γ = = +  (5) 

pm%  can be expressed as p m pm m= Γ% . In general, because TMDs are connected to the 

degree-of-freedom with maximum modal amplitude, the participation factor 
m

Γ  is 

greater than unity. 
m

Γ  has an effect on optimal tuning parameters of the TMD in the 
cases of base excited structures (e.g. earthquake loadings). Since the ratio of the 
mass of the TMD and the modal mass pm  is small, in general, this effect is also 

small. 

 

H∞ optimization 

Until now, many optimization criteria for the TMD have been proposed. The most 
common criteria are the H∞ and H2 norm optimization criteria. The H∞ norm of a scalar 
transfer function ( )G z  is defined by  

 ( ) max ( )
z

G z G z
∞

= , (6) 

that is, the H∞ norm represents the maximum amplitude of the absolute value of the 
transfer function. The absolute value of the complex transfer function ( )G z  is also 

known as the dynamic magnification factor. The H∞ norm provides a bound of the 
output gain, where the gain is defined in terms of the H2 norm:  

 
2 2

( ) ( ) ( )y t G z f t
∞

≤ . (7) 

That is, given a square integrable excitation ( )f t , the H∞ norm provides a bound of 
the integral of the square response. Near equality is achieved for a harmonic excita-
tion ( ) sin( )f t F tω=  provided that the integral is taken over a finite time interval 

max0 tK , since any harmonic function is not square integrable over an infinite time 
interval. Therefore, Eq. (7) provides a sharp bound for harmonic excitations acting 
over a long but finite period of time. It is important to note that Eq. (7) does not pro-
vide any information about the maximum amplitude of the output ( )y t  within a time 
interval for an arbitrary excitation ( )f t . Dimensionless complex transfer functions 

( )G z  of various response parameters of the primary system ( )pu t  and the relative 

displacement ( )
r

u t  of the TMD mass with respect to the primary system are given in 
Table 1.  

The objective of the H∞ norm optimization is to find the frequency ratio 
t

η  and damp-

ing ratio 
t

ζ  of the TMD that minimize ( )G z
∞

: 

 
, ,

min ( ) min max ( )
t t t t z

G z G z
η ζ η ζ∞

= .  (8) 

With respect to the graph of the absolute value of the transfer function ( )G z , the 

minimum of ( )G z
∞

 is achieved if and only if there exist two local maxima and both 

have exactly the same amplitude (see Fig. 32 and Fig. 33).  

Den Hartog’s fixed-points method (Den Hartog (1947)) for computing approximations 
of the optimal parameters η∞  and ,tζ ∞  is based on the observation that for primary 
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systems with vanishing damping ( 0pζ ≡ ), there exist at least two frequencies 1z  and 

2z  where ( )G z  is invariant with respect to a variation of 
t

ζ  (
t

η  is fixed), that is, 

 1 2( ) ( )
0

t t

G z G z

ζ ζ

∂ ∂
= =

∂ ∂
. (9) 
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Fig. 32: Methods for H∞ norm optimization of a 
TMD applying the fixed points method. 

Fig. 33: Methods for H∞ norm optimization of a TMD 
applying the real roots method. 

 

Hence, all graphs of ( )G z  with fixed 
t

η  and variable 
t

ζ  cross the points 1 1( , ( ) )z G z  

and 2 2( , ( ) )z G z . The approximations of the optimal parameters ,tη ∞  and ,tζ ∞  are ob-

tained by maximizing 1( )G z  and 2( )G z  using the condition 1 2( ) ( )G z G z= . The 

fixed-points method provides simple closed form approximations of the optimal pa-
rameters ,tη ∞  and ,tζ ∞  that are accurate to a few percent within the range of mass 

ratios that are typical for civil engineering applications of a TMD ( 0.01 0.1µ≤ ≤ ) (Fig. 
32). Unfortunately, the fixed-points method is limited to primary systems with vanish-
ing damping since the presence of structural damping destroys the fixed points.  

A method that provides exact closed form solutions of the H∞ norm optimization prob-
lem was recently proposed by Nishihara and Asami (2002). Their method is based on 
the observation that the function ( ) ( )H z h G z= − , where h  is an arbitrary real con-

stant, has exactly two positive real roots 1z  and 2z  of multiplicity two if and only if 

,
min ( )

t

h h G z
η ζ∞ ∞

= = . This concept is sketched in Fig. 33. For h h∞=  and ,tη ∞  and ,tζ ∞  

the graph of ( )G z  touches the horizontal line h∞  at the two points 1 1( , ( ) )z G z  and 

2 2( , ( ) )z G z . The algebraic expressions of the exact closed form solutions are more 

complicated than those obtained by the fixed-points method. 

Table 2 lists approximate solutions of the H∞ norm optimization problem for a primary 
structure with vanishing damping. The formulas are obtained by simplifying the exact 
solutions by using a rational functions approximation technique. The error of the for-
mulas with respect to the exact solutions is smaller than 1% for 0.1µ ≤ . The formulas 

regarding 
,

min ( )
t

h G z
η ζ∞ ∞

=  show that the effectiveness of the TMD increases with 

increasing mass ratio µ . The effectiveness is very sensitive to an inaccurate fre-
quency tuning. A tuning error of ±5% with respect to the optimal frequency increases 
significantly the peak value of the transfer function of the primary structure (see Fig. 
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34). Much less critical is the correct tuning of the damping ratio of the TMD. A tuning 
error of ±5% has little influence on the peak value of the transfer function of the pri-
mary structure (see Fig. 35). 
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Fig. 34: Effects of poor frequency tuning of a TMD 
on the dynamic magnification factor of the dis-
placement of the primary system. 

Fig. 35: Effects of poor damping tuning of a TMD 
on the dynamic magnification factor of the dis-
placement of the primary system. 

 

In most practical applications, the primary structure has non-vanishing damping so 
that the equations given in Table 2 represent an approximation of the optimal pa-
rameters. Unfortunately, no simple equations exist for non-vanishing damping. How-
ever, if the damping ratio of the primary system pζ  is less than 1%, the optimal pa-

rameters given in Table 2 are still a reasonable good approximation for engineering 
applications. With increasing damping of the primary system, the equations of Table 
2 become increasingly inaccurate. Fig. 36 and Fig. 37 display the optimal parameters 

,tη ∞  and ,tζ ∞  that achieves the minimum of the displacement of the primary system 

( )pu z  for several damping ratios pζ  of the structure. The H∞ norm of the non-

dimensional transfer function of the displacement of the primary system ( )pu z  and of 

the relative displacement of the TMD mass ( )
r

u z  is displayed in Fig. 38 and Fig. 39. 
The figures show that the maximum displacement of the primary system as well as 
the maximum relative displacement decreases with increasing mass ratio. It is impor-
tant to note that the maximum amplitude of the relative displacement ( )

r
u z  is large 

for small mass ratios µ .  

The effectiveness of a TMD can be described by using the mitigation factor that is 
defined as the ratio of the non-dimensional H∞ norm of the primary system without 
TMD ( )

p
G z

∞
, to the non-dimensional H∞ norm of the primary system with optimally 

tuned TMD ( )G z
∞

: 

 
( ) 1

( ) 2 ( )

p

p

G z

G z G z
λ

ζ
∞

∞

∞ ∞

= ≈ . (10) 

Fig. 40 shows that that the mitigation factor of an optimally tuned TMD increases with 
increasing mass ratio and decreases with increasing damping ratio of the structure. 
The increase with increasing mass ratio is particularly strong for small structural 
damping. In the range of practically realizable mass ratios, a TMD provides good 
performance only for lightly damped structures ( 0.01pζ ≤ ). The smaller the damping 
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ratio the better is the performance of a TMD. In structures with a structural damping 
ratio of 5%, the dynamic response of the primary system can only be reduced by ap-
proximately a factor of two. 
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Fig. 36: Optimal TMD frequency for minimizing 
the displacement of the primary system with 
respect to the H∞ norm. 

Fig. 37: Optimal TMD damping ratios for minimizing 
the displacement of the primary system with respect 
to the H∞ norm. 
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Fig. 38: Maximum of the non-dimensional trans-
fer function of the displacement of the primary 
system for parameters minimizing the displace-
ment of the primary system with respect to the 
H∞ norm. 

Fig. 39: Maximum of the non-dimensional transfer 
function of the relative displacement for parameters 
minimizing the displacement of the primary system 
with respect to the H∞ norm. 

0 0.01 0.02 0.03 0.04 0.05
0

5

10

15

20

µ

λ ∞

ζ
p
 = 0.005

ζ
p
 = 0.01

ζ
p
 = 0.02

ζ
p
 = 0.05

 0.96 0.98 1 1.02 1.04
1

1.1

1.2

1.3

1.4

1.5

1.6

1+δ

||G
ε|| ∞

/||
G

op
t|| ∞

ζ
p
 = 0

ζ
p
 = 0.01

ζ
p
 = 0.02

ζ
p
 = 0.05

Fig. 40: Mitigation factor of a TMD optimized for 
minimizing the displacement of the primary sys-
tem with respect to the H∞ norm. 

Fig. 41: Amplification due to a perturbation of fre-
quency tuning of a TMD optimized for minimizing 
the displacement of the primary system with respect 
to the H∞ norm ( ,/ 1t tδ η η ∞= − , 0.02µ = ). 
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The performance of a TMD with respect to H∞ norm is very sensitive to incorrect fre-
quency tuning. The frequency detuning amplification with respect to an optimally 
tuned damper can be defined as the ratio of the non-dimensional H∞ norm of the re-
sponse of the detuned primary system ( )G zε ∞

, to the non-dimensional H∞ norm of 

the primary system with optimally tuned TMD ( )
opt

G z
∞

: 

 ,

( )

( )opt

G z

G z

ε
ελ ∞

∞

∞

= . (11) 

,ελ ∞  increases with increasing frequency detuning and decreasing mass ratio, and 

decreases with increasing damping of the structure. Fig. 41 displays the frequency 
detuning amplification due to a perturbation of frequency tuning of a TMD optimized 
for minimizing the displacement of the primary system with respect to the H∞ norm. 
The amplification is considerable and must be accounted for in the design since live 
loads or environmental effects induce changes of the natural frequencies of a struc-
ture. Frequency detuning increases also the H∞ norm of the relative displacement. 
However, the detuning amplification is much smaller than that of the response of the 
primary system. 

 

H2 optimization 

The H2 norm of a transfer function ( )G z  is defined by  

 
22

2

1
( ) ( ) ( )

2

t z

t z

G z G t dt G z dz
π

=∞ =∞

=−∞ =−∞

= =∫ ∫  (12) 

and is essentially a measure of the area between the square of the absolute value of 

the transfer function 
2

( )G z  and the z -axis. If the system is subjected to a random, 

white noise excitation, the H2 norm of the transfer function ( )G z  is directly related to 
the variance of the output associated to the transfer function. That is  

 
22

2
[( ( ) [ ( )]) ] ( )y fE y t E y t G z Sσ = − = , (13) 

where ( )y t  is the response of the structure defined by ( ) ( ) ( )y t G t f t= ⊗ , ⊗  is sym-
bolizing the convolution of the transfer function ( )G t  with the excitation ( )f t , [ ( )]E y t  

is the average of the output that is usually zero, and fS  is the spectral density of the 

excitation ( )f t . For ergodic processes, the variance can be estimated via temporal 
averages 

 
22

2

1
lim ( ( ) [ ( )]) ( )

2

t T

y f
T

t T

y t E y t dt G z S
T

σ
=

→∞
=−

= − =∫ . (14) 

The objective of the H2 norm optimization is to find parameters ,2tη  and ,2tζ  that 

minimize 
2

( )G z : 

 
2

2, ,

1
min ( ) min ( )

2t t t t

z

z

G z G z dz
η ζ η ζ π

=∞

=−∞

= ∫ .  (15) 
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Fig. 42: Normalized variance of the displacement of the primary system. 

 

2
( )G z  is a function of 

t
η , 

t
ζ , pζ  and µ . Generally, closed form expressions of 

2
( )G z  can be obtained by evaluating the integral in Eq. (12) (Crandall and Mark 

(1963)) or by computing the observability grammian of the linear system described by 

the transfer function ( )G z . Table 3 lists closed form expressions of 
2

2
( )G z  for the 

most common minimization objectives. Fig. 42 displays the normalized variance of 
the displacement of the primary system. Minimization of 

2
( )G z  is achieved if 

 2
( )

0
t

G z

η

∂
=

∂
 and 2

( )
0

t

G z

ζ

∂
=

∂
 (16) 

hold. These conditions are usually sufficient and yields two nonlinear equations defin-
ing the optimal parameters ,2tη  and ,2tζ . 

Exact closed form solutions have been obtained for systems with vanishing structural 
damping ( 0pζ = ). Table 4 lists exact solutions for various excitations and response 

parameters. For primary systems with structural damping, accurate closed form ex-
pressions can be obtained in form of a power series with respect to the damping ratio 

pζ . A list of first and second order terms for various excitations and response pa-

rameters can be found in Table 5. In general, the optimal parameters with respect to 
the H2 norm are less sensitive to structural damping pζ  than the optimal parameters 

with respect to the H∞ norm (see Fig. 43 and Fig. 44). For small mass ratios, the op-
timal damping ratio ,2tζ  which minimizes the variance of the displacement of the pri-

mary system with respect to the H2 norm is virtually independent of the structural 
damping pζ . Fig. 45 and Fig. 46 display the non-dimensional variance the displace-

ment of the primary system ( )pu z  and of the relative displacement of the TMD mass 

( )
r

u z  of a TMD optimally tuned with respect to minimization of displacement of the 
primary system. 
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Fig. 43: Optimal TMD frequency for minimizing 
the variance of the displacement of the primary 
system with respect to the H2 norm. 

Fig. 44: Optimal TMD damping ratios for minimiz-
ing the variance of the displacement of the primary 
system with respect to the H2 norm. 

  

Fig. 45: Minimum of the non-dimensional vari-
ance of the displacement of the primary system 
for parameters minimizing the variance of the 
displacement of the primary system with respect 
to the H2 norm. 

Fig. 46: Non-dimensional variance of the relative 
displacement of the mass of the TMD for parame-
ters minimizing the variance of the displacement of 
the primary system with respect to the H2 norm. 

  

Fig. 47: Mitigation factor of a TMD optimized for 
minimizing the displacement of the primary sys-
tem with respect to the H2 norm. 

Fig. 48: Amplification due to a perturbation of fre-
quency tuning of a TMD optimized for minimizing 
the displacement of the primary system with re-
spect to the H2 norm ( ,/ 1t tδ η η ∞= − , 0.02µ = ). 

Similar to the case of H∞ norm optimization, the mitigation factor is defined as the 
ratio of the non-dimensional H2 norm of the primary system without TMD 

2
( )

p
G z  to 
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the non-dimensional H2 norm of the primary system with optimally tuned TMD 

2
( )G z : 

 2
2

2 2

( ) 1

( ) 4 ( )

p

p

G z

G z G z
λ

ζ
= ≈ . (17) 

The effects of mass ratio and damping ratio of the structure on the mitigation factor 

2λ  are equal to those observed for λ∞  (see Fig. 47). For small structural damping, 
the overall performance is approximately 20% smaller than that of a TMD optimized 
with respect to H∞ norm.  

Similar to the H∞ norm, the H2 norm is sensitive to changes of the frequency ratio 
t

η  

and much less sensitive to changes of the damping ratio 
t

ζ . This is evident by ob-
serving the shape of the H2 norm shown in Fig. 42. Defining the frequency detuning 
amplification factor with respect to an optimally tuned damper as 

 2
,2

2

( )

( )opt

G z

G z

ε
ελ = , (18) 

where 
2

( )G zε  is the non-dimensional H2 norm of the response of the detuned pri-

mary system and 
2

( )
opt

G z  is the non-dimensional H2 norm of the primary system 

with optimally tuned TMD. ,2ελ  increases with increasing frequency detuning and 

decreasing mass ratio, and decreases with increasing damping of the structure. Fig. 
48 displays the frequency detuning amplification factor due to a perturbation of fre-
quency tuning of a TMD optimized for minimizing the displacement of the primary 
system with respect to the H2 norm. Since the H2 norm is defined via an integral, the 
amplification is significantly smaller than the amplification observed for TMDs opti-
mized with respect to the H∞ norm. Frequency detuning increases also the H2 norm 
of the relative displacement. The amplification factor is of similar magnitude of the 
amplification of the response of the primary system. 

 

Design consideration 

Based on the theory developed in the last sections, a design procedure can be de-
veloped. The very first step in designing a TMD is to take a decision according to 
which norm the TMD should to be optimized. An optimization with respect to H∞ norm 
is recommended for structures that are excited by loads exhibiting mainly periodical 
time components (e.g. loads generated by human activities like walking, running, 
jumping, dancing etc. or machines). For loads having mainly a wide band stochastic 
character (e.g. wind loads, earthquake loads), an optimization with respect to H2 
norm is more appropriate.  

The second step is to identify the vibration mode of the structure that shall be 
damped. Using the shape of this mode, an equivalent single-degree-of-freedom 
model of the structure is generated by computing the associated modal mass and 
stiffness. For obtaining a scaling of the modal mass that is compatible with Eq. (1) or 
(2), the amplitude of the mode shape at the position where the TMD is attached to 
the primary structure has to be chosen equal to unity in the direction of action of the 
TMD. The modal stiffness is estimated using the modal mass and the natural fre-
quency of the vibration mode. The natural frequency should be determined with field 
tests because the natural frequencies computed from analytical or numerical models 
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are too unreliable to be used for design purposes. As already pointed out, an inaccu-
rate frequency tuning reduces significantly the effectiveness of a TMD. Although 
much less critical as the natural frequency, the structural modal damping should also 
be determined by field tests or estimated conservatively based on experience.  

The third step regards the choice of the mass of the TMD. For a given damping ratio 

pζ  of the structure, the mass ratio µ  determines the optimal parameters ,t optη  and 

,t optζ  as well as the response of the structure. The mass ratio is chosen to satisfy the 

maximum acceptable response level of the structure. In principle, the latter can al-
ways be achieved since the response of the primary structure decreases monotoni-
cally with increasing mass ratio. The maximum acceptable response level may be 
given by codes, guidelines, provisions or generally accepted rules.  

In the design of a TMD, a number of issues have to be considered: 

1. A TMD is effective if a sufficiently large TMD mass (mass ratio 0.02µ ≥ ) 
can be accommodated and the vibration mode exhibit small structural 
damping 0.01 pζ≤ . Beyond a mass ratio of 0.05µ =  a further increase of 

TMD mass results only in a modest further reduction of the response of the 
primary system.  

2. A TMD is only effective when properly tuned to a specific natural frequency 
or, equivalently, to a specific vibration mode. Structures with several 
closely spaced natural frequencies which are all inside the frequency band 
of the excitation require a TMD for each natural frequency for achieving an 
effective vibration mitigation. Since each natural frequency is associated to 
a vibration mode and the coupling between the vibration modes is usually 
negligible, the design procedure for single modes can be applied.  

3. The relative displacement, the displacement of the mass of the TMD with 
respect to the structure, can be considerable and requires space that must 
be accommodated within the structure. If the relative displacement of an 
optimally tuned TMD exceeds existing space constraints, the relative dis-
placement can be reduced by increasing the mass of the TMD or, if the lat-
ter is not feasible, by increasing the damping ratio 

t
ζ  of the TMD. For 

structures with structural damping ( 0)pζ >  a limitation of relative displace-

ment can always be achieved. However, any restriction of the relative dis-
placement that can not be accommodated by an increase of the mass of 
the TMD reduces the effectiveness of the TMD.  

4. The mass of the TMD with respect to the modal mass of the structure de-
termines the effectiveness of the TMD. In existing structures, the mass of 
the TMD may be restricted by the load bearing capacity of the structure 
and the installation of a single TMD may require a strengthening of the 
structure. A design with multiple TMDs having smaller masses may avoid a 
strengthening. However, the effectiveness decreases if not all TMDs can 
be installed at the locations with maximum amplitude of the mode shape. 
Furthermore, because of the smaller mass, the TMDs will exhibit a larger 
relative displacement and hence require more space than a single TMD 
and, finally, the costs of multiple TMDs is generally larger than the costs of 
a single TMD.  

5. Natural frequency and damping ratio of structures may change because of 
the effect of live loads (e.g. pedestrians on footbridges) or environmental 
parameters (e.g. temperature). Since the effectiveness and response of 
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TMDs are very sensitive to an incorrect frequency tuning, changes of natu-
ral frequencies have to be considered in the design. Bad frequency tuning 
increases the response of the structure as well as the relative displace-
ment of the TMD.  

6. Since the relative displacement can be considerable, the fatigue behaviour 
of the TMD’s springs has to be considered. 

 

Testing and validation 

For determining reliably the relevant absorber parameters, the natural frequencies 
and the damping ratios of the structure’s relevant modes have to be established ex-
perimentally. This can be accomplished by ambient or forced vibration tests. A reli-
able estimation of the damping ratios can usually only be established by forced vibra-
tion tests. For lightweight structures, a simple and effective method is an impact test 
(e.g. by dropping a sandbag). 

A TMD should be tuned in the laboratory before proceeding to it’s installation on a 
structure. Natural frequency and damping ratio of a TMD are established by free vi-
bration tests. Notice that the damping devices may contribute to the stiffness of the 
TMD and therefore affect its natural frequency. This has to be considered during the 
tuning of a TMD because of its high sensitivity with respect to frequency tuning. 

The final tuning of the TMD’s natural frequency is performed after installation. The 
easiest method for frequency tuning is to increase or reduce TMD’s mass to fit the 
correct natural frequency. For lightweight structures, the validation can be performed 
by impact test (e.g. by dropping a sandbag). The impulsive force covers a wide fre-
quency band so that the response of the structure is similar to the dynamic magnifi-
cation curve shown in Fig. 34. Structures with an optimally tuned TMD show an am-
plification curve with two humps of equal height. Another useful test is to compare the 
response of the structure with locked and unlocked TMD. The effectiveness of the 
TMD can be obtained by computing the ratio of the maximum response with locked 
and unlocked TMD. Obviously, a reliable estimation requires a test with controllable 
excitation forces. 

 

Implementation examples 

The most common implementation of a TMD consists of a mass either hanging or 
being supported by several springs as shown in Fig. 30. This design is often used for 
controlling bridge and floor motions. However, there exist a large variety of different 
designs. Pendulum TMD are very often used for motion control of steel smoke stacks 
(Petersen (2001)). Solutions for space-limited applications include the tuned roller 
pendulum damper and the multi stage pendulum damper (Soong and Dargush 
(1997)). TMDs have been successfully installed for vibration response control of: 

• Pedestrian bridges, stairs, spectator stands excited by walking or jumping 
people (Bachmann and Weber (1995)). 

• Lightweight factory floors excited in one of their natural frequencies by ma-
chines. 

• Tall free-standing structures (bridges, pylons of bridges, smoke stacks, tow-
ers) excited by wind-induced loads (Kwok (1984), Kwok and Samali (1995), 
Ohtake et al. (1992), Petersen (2001), Petersen (1980), Ueda et al. (1992)). 
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Often used notations 

Symbol Description Unit 

( )zG  non-dimensional complex transfer function - 

( )
∞

zG  H∞ norm of non-dimensional complex transfer 

function - 

( )
2

zG  H2 norm of non-dimensional complex transfer func-

tion - 

c  dashpot constant kg/s 

f  frequency Hz 

k  stiffness constant kg/s2 

m  mass kg 

η  frequency ratio - 

µ  mass ratio - 

ω  circular frequency rad/s 

ζ  damping ratio - 

 

Subscripts Description  

p  main structure 

r  relative 

t  tuned mass damper 
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Appendix 
 

Table 1: Non-dimensional transfer functions for various excitations and response parameters. 

Exci-
tation 

Output  
parameter 

A(z)  B(z)  

F  
p

0

u

u
 2 2

t zη −  t t2 zη ζ  

F  
p

p 0

u

uω

&
 2

t t2 z− η ζ  2 2

tz( z )η −  

F  
p

2

p 0

u

uω

&&
 2 2 2

tz ( z )− η −  3

t t2 z− η ζ  

F  r

0

u

u
 z  0  

g
u&&  

2

p p

g

u

u

ω

&&
 2 2

t(1 ) z+ µ η −  t t2(1 ) z+ µ η ζ  

g
u&&  p p

g

u

u

ω &

&&
 2

t t2(1 ) z− + µ η ζ  2 2

tz((1 ) z )+ µ η −  

g
u&&  p 0

g

u u

u

+&& &&

&&
 2 2 2

tz ((1 ) z )− + µ η −  3

t t2(1 ) z− + µ η ζ  

g
u&&  

2

p r

g

u

u

ω

&&
 1  0  

 

Legend 

A(z) iB(z)
G(z)

C(z) iD(z)

+
=

+
: non-dimensional transfer function with coefficients A(z), B(z),C(z)  and 

D(z) , where  4 2 2

t p t t t
C(z) z ((1 ) 4 ) 1)z= − + µ η + ζ ζ η + + η  and 

2

t t p t p t t
D(z) 2z(((1 ) )z ( ) )= + µ ζ η + ζ − ζ + ζ η η  

F : excitation (force) applied to the primary system 

g
u&& : excitation (acceleration) applied to the base 

0
u : reference displacement (

0 0 p
u F / k=  for harmonic excitation with i tFe ω  and 

0 w p
u S / k=  for 

 white noise excitation w(t)  with autocorrelation 
ww w

R (t) S (t)= δ ) 

z : non-dimensional frequency 
p

z /= ω ω  
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Table 2: Approximate solutions of the H∞ optimization problem for primary systems with vanishing structural damping (
p

0ζ = ). 

Exci-
tation 

Minimized 
parameter 

Transfer 
function ∞η  

t ,∞ζ  min G(z)
∞

 r

0

u (z)

u

∞  

i tFe ω  p
u  p

0

u

u
 

1

1+ µ
 

3 3
1

8(1 ) 32

µ
+ µ

+ µ
 

2 17
1

32
+ µ

µ
 

4 1

15

+ µ

µ
 

i tFe ω  p
u&  p

p 0

u

uω

&
 1

1
1 2

µ
+

+ µ
 

3 5
1

8(1 ) 24

µ
+ µ

+ µ
 

2 1 7 /12

1 23 / 24

+ µ

µ + µ
 

4 1 2 49
(1 )(1 )

2 5 10015

+ µ µ
+ + µ − µ

µ
 

i tFe ω  p
u&&  p

2

p 0

u

uω

&&
 

1

1+ µ
 

3 27
1

8(1 ) 32

µ
+ µ

+ µ
 

2 1

1 23 /32µ + µ
 

4 1 1 / 2

15 1 4 /5 11 /10

+ µ + µ

µ − µ + µ
 

i t

g
u e

ω&&  pu  
2

p p

g

u

u

ω

&&
 1 / 2

1

− µ

+ µ
 

3 23
1

8(1 ) 48

µ
+ µ

+ µ
 22 65 1085

(1 )
32 1024

+ µ + µ
µ

 ( )2
14 3 62

1
5 7515

+ µ
+ µ + µ

µ
 

i t
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u e

ω&&  pu&  p p

g

u

u

ω &

&&
 

1
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3

8(1 )

µ

+ µ
 

2
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µ
 ( )2

14 23
1

1615

+ µ
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i t
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u e

ω&&  p gu u+&& &&  p 0
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i tFe ω : harmonic excitation applied to the primary system 
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Table 3: Closed form expressions of the non-dimensional H2 norm for various excitations and response parameters. 
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Table 4: Exact solutions of the H2 optimization problem for primary systems with vanishing structural damping (
p

0ζ = ). 
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Table 5: Approximate solutions of the H2 optimization problem for primary systems with structural damping (
p

0ζ > ). 
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2.1.1.9 Tuned liquid damper 

Theoretical background 

The basic principle of a tuned liquid damper (TLD) is similar to that of a tuned mass 
damper (TMD). In particular, a moving secondary mass which is realized by the fluid 
mass is introduced into the primary structural system. The gravity acts as restoring 
force and energy dissipation is provided through viscous action mainly in the bound-
ary layers of the fluid. A simple realization of TLD consists of rectangular or circular 
container with water inside (Fig. 49). A horizontal motion of the container produces a 
sloshing motion of the fluid. A variation of TLDs is the tuned liquid column damper 
(TLCD) which consists of a U-shaped container partially filled with fluid (Fig. 50). The 
fluid column starts oscillating as soon as the container is subjected to horizontal mo-
tion. The dynamic vibration absorber for ship applications proposed by Frahm was 
actually a forerunner of modern tuned liquid column damper (Den Hartog (1997), 
Frahm (1909)). For civil engineering applications, the first investigations started in the 
mid-1980s by the work of Bauer (1984). 

 

Unlike a TMD, generally the response of a TLD is highly nonlinear. Liquid sloshing or 
fluid flow through orifices is typically a highly nonlinear phenomenon. The response 

of the primary structure with a TLD is 
therefore amplitude dependent, even 
for primary structures operating within 
the linear elastic regime. Considerable 
research effort has been focused in 
understanding and quantifying the dy-
namic behaviour of nonlinear sloshing 
TLD. The most promising macroscopic 
models are based on extensions of 
classical theory of shallow water gravity 
waves with finite amplitude (Lepelletier 
and Raichlen (1988), Shimizu and Ha-

yama (1987), Sun et al. (1992)). These models contain special terms to account for 
damping and fit reasonably well with test results. The steady state response curves 
of nonlinear sloshing TLD show some similarity with the steady state amplitude re-
sponse curves of oscillating systems with nonlinear hardening properties (Fujino et 
al. (1992)). The fundamental frequency of sloshing TLD can be estimated from lin-
earized small amplitude theory and is given by 

B
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Fig. 49: Schematic illustration of a sloshing (a) and a column tuned liquid damper (b) coupled to a pri-
mary structure. 
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Fig. 50: Principal parameters of sloshing and col-
umn TLD. 
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The energy dissipation per cycle of a TLD depends strongly from the excitation fre-
quency. For frequencies in the neighbourhood of the natural frequency the energy 
dissipation was found to be significantly higher than elsewhere. 

The dynamic behaviour of tuned liquid column dampers (TLCD) is more suited for a 
description with simple one degree of freedom systems. Nevertheless, one degree of 
freedom systems are still nonlinear for significant vibration amplitudes of the fluid 
column (Hochrainer (2002), Saoka et al. (1988)). The nonlinearity mainly involves the 
damping term because of the energy dissipation due to turbulent flow. This term is 
usually modelled to be proportional to the square of the velocity of the oscillating fluid 
column. The natural frequency of a CTLD can be estimated using 

 
L

g
f

2

2

1

π
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Design issues 

Because of the lack of reasonably simple models for describing the dynamic behav-
iour of a TLD, no generally accepted design procedure exists so far. In principle, be-
cause of the close similarity in the basic principle of operation between TMD and 
TLD, the same approach as described for TMDs can be applied for TLDs. In fact, a 
tuned mass damper analogy for the sloshing TLD was proposed for design issues 
with frequency dependent virtual mass and dashpot (Sun et al. (1995)). However, 
because the virtual mass and dashpot are amplitude-dependent, these had to be 
determined by experiments and may therefore change due to implementation details. 
Because of the much lower mass density of water with respect to steel, TLD needs 
much more space than TMD for installation. In addition, sloshing TLDs are usually 
implemented as a rack of tanks therefore requiring even more space. The fundamen-
tal frequency of sloshing TLDs can be estimated using the linearized theory of shal-
low water waves. Much more difficult is predicting the energy dissipation of a TLD. 
Therefore, laboratory tests are mandatory to optimize the dynamic behaviour of TLD 
with respect to the primary structure. 

Because of the nonlinear hardening behaviour of sloshing TLD, its effectiveness is 
less sensitive to a correct frequency tuning of the damper. Rectangular tanks are 
applied for structures with different natural frequencies in the two principal directions. 
For a given water depth, the frequencies are tuned by an adequate selection of the 
plan dimensions of the tank. However, because the existing theories are only tested 
for unidirectional excitation, special care should be taken in designing sloshing TLD 
acting in two directions. For structures with nearly equal natural frequencies in the 
two principal directions, a circular tank may be used. 

 

Testing and validation 

The testing and validation of TLDs follows the same procedures as described for 
TMD. 
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Implementation 

Tuned liquid dampers have been primarily used for mitigating wind-induced vibra-
tions of tall structures with very small natural frequencies. The first applications of 
nonlinear sloshing TLD were implemented in Japan and include the Nagasaki Airport 
Tower, the Yokohama Marine Tower and the Shin-Yokohama Prince Hotel (Tamura 
et al. (1995), Tamura et al. (1996), Wakahara et al. (1992)). The hardware implemen-
tation of sloshing TLDs is much simpler as that for TMD. Each damper, generally, 
consists of a rack of fluid containers. The installation requirements are minimal. 
Sloshing TLD may be easily added in existing buildings and produce very little main-
tenance costs. 
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Notations 

Symbol Description Unit 

A  cross sectional area m2 

L  container length in the sloshing direction m 

g  gravity constant m/s2 

h  depth m 

m  mass kg 

ρ  mass density kg/m3 

µ  mass ratio - 

 

Subscripts Description  

f  fluid  
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2.1.2 Semi-active devices 

2.1.2.1 Defintion of term “semi-active” 

 

Fig. 51: Definitions and characteristics of damping devices often used in structural control. 

 

Semi-active devices are “actuators” that cannot produce power and therefore, e.g., 
excite structures (Gavin and Alhan (2005), Spencer Jr. et al. (1997), Spencer Jr. and 
Nagarajaiah (2003), Xu et al. (2003)). However, they are able to dissipate structural 
vibration and - in contrast to passive dampers - the amount of energy dissipation 
within the semi-active device may adjusted by control of the device force. Thus, the 
operating range of semi-active devices may be defined by the force, which is desired 
by the controller, and the device velocity, which is the velocity of the piston, rod, shaft 
etc depending on the device design, as follows 
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The different operating ranges of passive dampers, semi-active devices such as con-
trollable dampers and fully active devices, usually called actuators, are illustrated in 
Fig. 51. The operating range of many semi-active devices is not only constraint to 
quadrants II and IV, which include dissipative force values only (in view of the de-
vice), but further constraint by a maximum and minimum device force (Fig. 51, bot-
tom right). The force limitation by a maximum value is nothing special since this 
property is common for any semi-active and fully active control device. However, the 
additional restriction by a minimum device force that is relatively large compared to 
the minimum force of actuators given by friction of seals, bearings, and gears, plays 
an important issue in control point of view. This fact implies that the desired force 
trajectory is not only bounded by the maximum device force but also constraint by a 
considerable minimum force value. Especially in the field of vibration mitigation, the 
minimum device force leads to clamping effects at position of the semi-active device 
if the desired damping force is far smaller than the minimum force of the semi-active 
device because then minimum force is applied to mitigate the structure. Clamping the 
structure at device position is equivalent with generating a nodal point of the structure 
at that position. Then, vibration velocity at device position is zero. As a result, struc-
tural vibration energy may not be dissipated anymore within the semi-active device. 
Hence, structural vibrations decay as without external semi-active damping device. 

Consequently, not only the maximum force of semi-active devices but also the mini-
mum device force must be taken into account for the design of semi-active devices. 

In accordance with customers, engineers have to assume the maximum magnitude 
of expected structural vibrations (assumption of worst case scenario) in order to de-
termine the maximum device force which is mandatory so that the desired maximum 
control force may be tracked. In order to determine the minimum force value of the 
semi-active device, engineers and customers together have to define this vibration 
magnitude threshold below which the semi-active device may clamp the structure 
and therefore cannot dampen vibrations. 

According to the values of maximum and minimum damping forces, the semi-active 
device may be evaluated or designed and manufactured, respectively. 
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2.1.2.2 Magnetorheological/electrorheological fluid damper 

Main working principles 

Magnetorheological and electrorheological fluid dampers (MR dampers, ER damp-
ers) represent a class of controllable fluid dampers where the shear force of the fluid 
is controlled by an external magnetic and electric field, respectively (Chen and Yang 
(2003), Gordaninejad et al. (2002), Han et al. (2002), Kornbluh et al. (2004), Naka-
mura et al. (2002), Oh and Onoda (2002), Spencer Jr. and Nagarajaiah (2003)). 

Basically, MR/ER dampers consist of a housing including the MR/ER fluid and the 
moving part of a disc or piston, depending if the dampers are built in rotational or 
cylindrical form (Fig. 52, Fig. 53, Liao and Lai (2002), Weber et al. (2002), Weber et 
al. (2005a), Weber et al. (2005c)). The MR/ER fluid is a suspension of oil, additives 
and particles whose polarisation may be influenced by an external magnetic/electric 
field. Hence, the control input variable of MR and ER dampers is current and voltage, 
respectively. The amount of polarised particles depends on the magnetic/electric field 
magnitude and influences the shear stress of the MR/ER fluid. Therefore, according 
to the applied current/voltage, the shear force of the MR/ER fluid and eventually the 
damper force acting on the piston may be controlled. 
 

 
 

Fig. 52: Rotational MR 
damper, force range ap-
proximately [10, 320] N. 

Fig. 53: Cylindrical MR damper with gas pocket (accumulator) for com-
pensation of piston volume; force range approximately [70, 1800] N. 

 

Besides the control input variable (current/voltage), the main difference between 
these two semi-active damping devices is that MR dampers produce far larger damp-
ing forces relatively to ER dampers for the same damper size. That is why MR 
dampers are often used for vibration mitigation in the field of large civil structures 
whereas ER dampers are used for vibration control of smaller structures. In the fol-
lowing, the working principles of these two damper types shall be explained on behalf 
of MR dampers. 

 

Characteristics of MR dampers 

The MR fluid consists of oil, magnetizable particles and additives. The viscosity of the 
oil defines the slope of the force-velocity trajectories at zero current (Fig. 54). The 
magnetizable particles may be polarized by the applied magnetic field which ends up 
in a controllable shear force depending on the amount of polarized particles. Since 
the shear force is controlled, the force trajectory in the force-velocity diagram ap-
proximately describes a Coulomb friction, superposed by oil viscosity (Guglielmino et 
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al. (2005), Zhou and Sun (2005)). Thus, MR dampers may be seen as controllable 
Coulomb dampers where the slope of the Coulomb force trajectories depends on the 
oil viscosity. Usually, the slope is of minor importance or even negligible compared to 
the force value at a certain velocity. At very small velocities, the force trajectories go 
into the zero-point tracking a very large viscosity. The reason for that phenomenon is 
that MR fluids behave more like rigid bodies (elastic) below yield stress and therefore 
at very small velocity values, whereas the fluid only starts to flow above yield stress, 
thus behaves plastic-viscous (Fig. 55, Fig. 56, Pignon et al. (1996), Powell (1995), 
Weiss et al. (1994)). This ends up in the fact that force-displacement trajectories or 
force-velocity trajectories of sinusoidal measurements include transient measurement 
data when the fluid changes between these two regions (Jung et al. (2003), Gor-
daninejad et al. (2002), Yang et al. (2000), Yang (2001)). 

 

Fig. 54: Schematic steady-state damper behaviour of MR dampers. 

  

Fig. 55: Measured MR damper behaviour in pre- 
and postyield regions (MR damper of Maurer 
Söhne). 

Fig. 56: Force displacement trajectories in-
cluding transient measurement data from 
preyield to postyield regions (MR damper of 
Maurer Söhne). 

Additives within the fluid should help to avoid agglomeration and sedimentation of the 
magnetizbale particles. Sedimentation effects are not of high priority if MR dampers 
are used to mitigate, e.g., cable vibrations due to wind loading because such vibra-
tions exist for fairly long time compared to the time of one cycle. In this case, the MR 
fluid will be mixed up during the first couple of cycles. After that time, the particles are 
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distributed homogeneously again. Then, the MR damper works as expected. How-
ever, if dampers should optimally damp structural vibrations resulting from earth-
quakes, they have to react according to the programmed control strategy. Hence, 
dampers with sedimentation which changes the damper behaviour instantaneously 
are not appropriate. 

 

Modelling 

Numbers of phenomenological MR damper models have been presented by many 
researchers (Dominguez et al. (2004), Jiménez and Alvarez-Icaza (2005), Ramallo et 
al. (2004), Rosenfeld and Wereley (2004), Sahasrabudhe and Nagarajaiah (2005), 
Spencer Jr. et al. (1997), Wand and Liao (2005), Yang et al. (2004)). Most models 
are based the so-called Bouc-Wen model. This approach tries to model the MR 
damper behaviour by combining linear spring elements, linear dash-pot elements, 
nonlinear damping elements, friction elements with the Bouc-Wen element that de-
scribes the hysteresis phenomenon of MR dampers. Exemplarily, the simple Bouc-
Wen model proposed by Spencer Jr. et al. (1997) is depicted in Fig. 57. The govern-
ing equation of the MR damper force including the force offset 0f  describing the fric-

tion due to seals or the so-called accumulator is 

 { zxkxxcxmff

tcoefficien
damping
nonlinear

⋅+⋅+⋅+⋅=− α&&&& )(0  (1) 

where z  describes the evolutionary variable which is defined as follows 
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nn

&&&& ⋅+⋅⋅−⋅⋅⋅−=
−
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The nonlinear damping coefficient )(xc &  describes the plastic, nonlinear damping 
characteristics within the post-yield region. According to Yang et al. (2004), this 
damping coefficient may be modelled as follows 

 ( )p
xa

eaxc
&

& ⋅−⋅= 2

1)(  (3) 

A completely different modelling approach is the simple approach of fitting a two-
dimensional function using measurement data (Song et al. (2005), Weber et al. 
(2002), Weber et al. (2005c)). The function is two-dimensional since the MR damper 
force depends on the actual damper piston velocity and actual damper current. The 
advantage of this “mapping” procedure is that the function may be simply inverted in 
order to have an inverse model of the steady-state MR damper behaviour available 
which compensates for the stationary main nonlinearities of MR dampers (Fig. 58). 
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Fig. 57: Simple Bouc-Wen modelling ap-
proach for MR-dampers. 

Fig. 58: Fitted inverse MR damper function. 

 

Testing MR/ER dampers 

The common way to determine the MR damper behaviour is to measure the MR 
damper characteristics at constant current level for sinusoidal controlled damper pis-
ton displacement (Oyadiji and Sarafianos (2000), Tse and Chang (2004), Zhang et 
al. (2004)). The reasons for sinusoidal controlled displacement are: 

a) usually, hydraulic and pneumatic aggregates are displacement controlled 
(Fig. 59). 

b) sinusoidal displacement with defined amplitude and frequency produces the 
velocity range of [0, maxx& ]. Hence, the dependency of the damper force on 

the velocity may be measured over the entire desired velocity range. How-
ever, it must be mentioned that this measurement data also includes transient 
data due to the change of MR damper behaviour between preyield and po-
styield regions (Fig. 56 and Fig. 60). That is the reason why force-velocity 
diagrams do not only show approximate Coulomb force trajectories at con-
stant damper current but also trajectories including non-dissipative force val-
ues and transient force values, see Fig. 60. Depending on the viscosity of the 
MR fluid, the steady-state parts of the force trajectories describe a Coulomb 
friction behaviour superposed by a viscous part (Fig. 61). 

The following points for damper measurements with high accuracy have to be re-
spected: 

• The joints must not have play. Therefore, fitting bolts have to be used (Fig. 
59). Otherwise, knocking effects will falsify measurements. 

• If the force sensor is mounted between aggregate and damping device, the 
sensor moves up and down according to the piston displacement. Due to the 
acceleration of the force sensor, the sensor signal has to be compensated by 
the acceleration term which results from the sensor’s mass. 

• It must be ensured that the aggregate piston at high frequencies of the de-
sired displacement sinus really tracks the desired sinus signal. Depending on 
the aggregate properties, the actual piston displacement tends to triangular 
shape with increasing frequency of the desired displacement sinus. 
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• The force response of MR/ER dampers may be measured if the desired dis-
placement is triangular. Then, the force response on velocity step may be 
measured (Fig. 62, Fig. 63). 

 

Fig. 59: Testing damping devices. 

 

  

Fig. 60: Transient measurement data due to MR 
damper behaviour in preyield and postyield re-
gions with force overshoot, fairly small MR fluid 
viscosity. 

Fig. 61: Transient measurement data due to MR 
damper behaviour in preyield and postyield re-
gions, no force overshoot, fairly large MR fluid 
viscosity. 
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Fig. 62: MR damper force response on approxi-
mate velocity step at 0 A. 

Fig. 63: MR damper force response on approxi-
mate velocity step at 4 A. 

 

Implementation 

Since forces of MR dampers are larger than those of ER dampers for the same hous-
ing dimensions, MR dampers have been installed on numbers of civil structures for 
mitigation of vibrations caused by wind, combined wind-rain, combined wind-snow, 
pedestrian, traffic, and earthquake loading. Wind and earthquake loading may evoke 
unacceptable large vibration amplitudes of tall buildings, especially skyscrapers. 
Large cable vibrations of stay cables of long span bridges are mainly due to wind 
loading or wind loading combined with rain or snow, which change the aerodynamic 
profile of cables. Pedestrian loading is mainly reported in the case of footbridges. In 
this case vibration amplitudes become too large if the first eigenfrequency of the 
footbridge is near the frequency of walking, namely around two Hertz (Bachmann et 
al. (1995)). Although e.g. bridge deck vibrations due to traffic loading exist, these 
vibrations are of minor importance due to the large deck mass and deck stiffness 
compared to the exciting forces caused by traffic. 

MR dampers are primarily manufactured by LORD Corporation and Maurer Söhne, 
Munich, Germany. MR dampers of LORD have been installed on the “Dongting Lake 
Bridge” in China on all cables because vibrations due to combined rain-wind effects 
were unacceptable large (Fig. 64, Ko et al. (2002)). Each cable is equipped with two 
MR dampers in order to dampen in-plane and out-of-plane vibrations. In the case of 
cable amplitudes above a defined level, these MR dampers operate in the so-called 
“passive-on” mode which means that MR damper current is hold on a constant value 
different from zero (Lee and Jeon (2002), Wan and Gordaninejad (2002), Weber et 
al. (2005a)). If vibration amplitudes are below this defined threshold, MR damper cur-
rent is zero. Then, MR dampers work in the so-called “passive-off” mode. 

Maurer Söhne had the opportunity to install one MR damper on the longest stay ca-
ble of the “Eiland Bridge” nearby Kampen, The Netherlands, manly for long-term field 
tests (Fig. 65, please see the following case study, Weber et al. (2005b)). It must be 
mentioned that unacceptable large cable vibrations on this cable-stayed bridge have 
not been observed so far. In collaboration with Empa, the Swiss Federal Laboratories 
for Materials Testing and Research, this MR damper has been model-based de-
signed using cable properties, damper position and assuming a worst-case scenario 
which has to be damped. When the MR damper was installed in October 2004 on the 
bridge, decay measurements of the cable without and with MR damper at different 
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current levels have been carried out. The target was to determine experimentally the 
optimal current level depending on vibration amplitude for maximum additional damp-
ing. Finally, an intelligent on/off control strategy was implemented and runs since late 
October 2004. 

 

Fig. 64: Cable-stayed “Dongting Lake Bridge” in China, equipped with MR dampers of LORD Corpora-
tion. 

 

 

Fig. 65: Cable-stayed ”Eiland Bridge“ nearby Kampen, The Netherlands, equipped with one MR damper 
of Maurer Söhne for long-term field tests and damping measurements. 

The “Dubrovnik Bridge” nearby Dubrovnik, Croatia, is an example of a cable-stayed 
bridge, where cable vibration amplitudes during combined wind-snow events were 
that large that severe material damage resulted (Fig. 66). The damage was caused 
by contact friction between cables and bridge deck lightings. Again in collaboration 
with Empa, the Swiss Federal Laboratories for Materials Testing and Research, MR 
dampers were model-based designed and manufactured for cables no. 1-6, no. 11-
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13 and for the backstays. These MR dampers were installed in March 2006. Maurer 
and Empa will perform field tests with forced cable vibrations in order to measure the 
additional damping provided by feedback controlled MR dampers. Each MR damper 
will be equipped with one displacement sensor between damper piston and damper 
cylinder. Based on the measured relative damper displacement at 100 Hz sampling 
frequency, two control concepts will be tested: velocity feedback and controlled fric-
tion force level. It is planned that all MR dampers will be real-time controlled by the 
friction force control. 

 

Fig. 66: Cable-stayed „Dubrovnik Bridge“ nearby Dubrovnik, Croatia. 

 

MR dampers have been also installed as tuneable damping element in tuned mass 
dampers in footbridges to mitigate vertical bridge deck vibrations due to pedestrian’s 
impact from walking (Seiler et al. (2002)). In the field of earthquake engineering, MR 
dampers have been installed in skyscrapers using two different damping concepts. 
One idea is to increase the overall building damping by introducing damping forces 
that decrease the relative displacement between adjacent floors. Hence, MR damp-
ers are installed on each floor and are connected with the adjacent floor. The other 
concept is base isolation. Here, dampers shall isolate the sensitive system - in this 
case the tall building – from the impact of the earthquake. Then, the MR damper pis-
tons are, e.g., connected to the ceiling of the ground floor which is built as a soft 
story, whereas the MR damper cylinder must be fixed on the ground outside of the 
building. Hence, the whole soft story including the MR dampers represent the isolat-
ing system. 

 

Case Studies 

The case study described here is the implementation of one feedback controlled MR 
damper of Maurer Söhne on the “Eiland Bridge” nearby Kampen, The Netherlands 
(Weber et al. (2005b)). The entire procedure of implementation comprises the follow-
ing steps: 

1. MR damper design based on known cable properties, intended damper posi-
tion on the cable and assumed worst case vibration scenario which still shall 
be possible to be damped. 



SAMCO Final Report 2006 

F05 Guidelines for Structural Control 
 
 

www.samco.org  Page 81 of 155 

 

2. MR damper fabrication and measurement of the force-displacement charac-
teristics at constant damper current. 

3. Measurements of the decay rate of the free cable and of the cable with con-
nected MR damper operating at different settings. 

4. Evaluation of measurement data in order to determine the optimum controller 
tuning that controls the MR damper force. 

5. Controller design and implementation on the bridge. 

 

1) Model-based MR damper design 

The basic design variables of MR dampers are: 

• Maximum damper force for given damper piston velocity: 
),( maxmax −− MRMRMR Ixf &  

• Minimum damper force at zero current for given damper piston velocity: 
)0,( minmin =−− MRMRMR Ixf &  

• Maximum damper piston displacement: max−MRx  

According to these design variables, the MR fluid may be evaluated. Based on that 
evaluation, the MR damper geometry may be designed. 

In order to be able to determine the above listed design variables, a worst-case stay 
cable amplitude of the expected predominant mode has to be assumed for the cable 
with connected MR damper, thus for the damped cable (Fig. 67). 

Based on that assumption, the maximum damper force and maximum damper piston 
displacement may be model-based estimated. The basic idea is to simulate the vi-
brating cable with linear viscous damper that is optimally tuned for the target mode 
(Fig. 67). Although the linear viscous damper is characterized by a different force 
trajectory than the one of MR dampers operating at constant current, the simulated 
maximum damper force and damper displacement values may be transformed to 
their corresponding values of a Coulomb friction damper whose behaviour is close to 
the one of MR dampers operating at constant current. The reason to simulate a fairly 
simple linear cable model with a linear viscous damper is that the connected system 
is again linear. Thus, computing time is small and the correction of the disturbance 
force amplitude may be done also linearly (Fig. 67). 

One run of the simulation is completed when steady-state conditions occur. Then, 
error ε  and correction factor A  may be determined using the steady-state results. 
The whole design procedure stops when the error of the actual amplitude is smaller 
than a defined maximum error. Then, the steady-state simulation results deliver the 
wanted values of maximum damper force and maximum damper displacement of the 
linear viscous damper that is optimally tuned for the vibrating mode according to (Fig. 
68, Krenk (2000)) 
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Fig. 67: Flow chart of damper design procedure. 
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The distribution of the disturbance force wf  accords to the shape of the mode to be 

excited (Fig. 68). This guarantees that other modes are not excited. The amplitude A  
of the external disturbance force is chosen the way that the steady-state amplitude of 
the cable with linear viscous damper accords to the worst-case amplitude (Fig. 67). 

 

Fig. 68: Cable/damper system with distributed disturbance force according to the shape of the excited 
mode (here shown for the first vibration mode). 

 

The maximum force of the linear viscous damper may be transformed to its counter-
part of the energy equivalent Coulomb friction damper provided that the maximum 
displacements of both damper types are equal (Fig. 69) 

 maxmax
4

−− ⋅= visfri ff
π

 (5) 

with: maxmax −− ≈ visfri xx  (6) 
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Fig. 69: Characteristics of linear viscous and friction dampers. 

 

Since MR dampers working at constant current almost produce Coulomb force trajec-
tories, the transformed values are the wanted values of maximum MR damper force 
and maximum MR damper displacement 

 maxmax −− ≈ friMR ff  (7) 

 maxmax −− ≈ friMR xx  (8) 

The minimum friction force cannot be smaller than the sum of sealing friction and 
shear force of MR fluids at zero current. If the target is to produce MR dampers with 
maximum large operating range, then the friction force at zero current will be chosen 
to be equal to the minimum friction force mentioned above. If the target is to manu-
facture MR dampers that produce fairly large friction forces at zero current in order to 
enhance the fail safe behaviour against vibrations of large amplitudes (Weber and 
Feltrin (2003)), then the friction force at zero current may be increased by additional 
sealing and different type of MR fluids. 
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Summarizing, the presented design procedure yields the maximum values of force 
and displacement of MR dampers operating at constant current for maximum damp-
ing of the target mode with defined, steady-state worst-case amplitude. The minimum 
MR damper force at zero current is bounded by MR fluid characteristics and damper 
construction. The minimum MR damper force may be chosen to be larger than that 
minimum value but not smaller. 

The test MR damper had to be designed for the longest, 163 meter long stay cable of 
the “Eiland Bridge”. The worst-case assumptions for that cable with MR damper 
were: 
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• 0.40 meter amplitude at mid span, and 

• only the first mode vibrates. 

Using the known cable data listed in Table 6, the first eigenfrequency was estimated 
using the formula of a linear cable 

 
21

2

1

Lm

T
f n ⋅

⋅==  (10) 

Table 6: Properties of longest stay cable of “Eiland Bridge”. 

L  m  T  
dx  

[m] [kg/m] [kN] [m] 

163.7 66.55 5082 7.88 

 

The estimated first eigenfrequency became 0.844 Hz. Applying Eq. (4), the optimum 
viscosity of a linear viscous damper located at 7.88 meter was determined as 
121.6e3 kg/s. Using this optimum linear viscous damper, the results of the model-
based damper design were the following required maximum MR damper values: 

• max−MRf = 40 kN, and 

• max−MRx = 0.035 m. 

Further desired design properties were: 

• The MR damper force at zero current shall be as small as possible in order to 
produce a maximum large operating range of the MR damper. 

• The dependency of the MR damper force at constant current on the damper 
piston velocity shall be as small as possible. Then, the MR damper force is 
only a function of current. Hence, the inversion of the steady-state damper 
function for control purposes becomes simple and the actual velocity does not 
have to be measured. 

 

  
Fig. 70: Force displacement trajectories of MR 
damper of the “Eiland Bridge“. 

Fig. 71: Force current relation of MR damper of the 
“Eiland Bridge“. 
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2) Measured MR damper characteristics 

Based on the choice of MR fluid, the geometry of the MR damper was designed by Maurer 
Söhne GmbH & Co. KG, Munich, Germany, which also manufactured the MR damper. It was 
tested at the “Lehrstuhl für Konstruktiven Ingenieurbau der Universität der Bundeswehr“ in 
Neubiberg, nearby Munich. As can be readily seen from Fig. 70 and Fig. 71, the required MR 
damper characteristics could be fulfilled. 

 

3) Damping measurements on the bridge 

In order to know the amount of additional damping provided by the MR damper of Maurer 
Söhne on the “Eiland Bridge” (Fig. 72, Fig. 73), the decay rate of both the free cable and the 
cable with MR damper at different constant current levels were measured. 

The stay cable was excited by man power with a perpendicularly connected rope at the 
frequency of the first vibration mode using a metronome (Fig. 74). The decay rate of the cable 
was evaluated at 12% relative cable length. The accelerometers on the top and bottom of the 
MR damper and the displacement sensor as well detected clamping of the cable due to the 
MR damper force which remained approximately constant during decay time as a result of 
constant current. The MR damper clamps the cable in its equilibrium position as soon as the 
cable force component in damper direction is smaller than the damper force (Fig. 75, Weber 
et al. (2005d)) 
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Fig. 72: Instrumentation of MR damper on the 
“Eiland Bridge” nearby Kampen, The Netherlands. 

Fig. 73: Taking decay measurements on the 
“Eiland Bridge” nearby Kampen, The Netherlands. 
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Fig. 74: Sketch of decay measurements on the ”Eiland 
Bridge“ nearby Kampen, The Netherlands. 

Fig. 75: Clamping of cables. 

 

  

Fig. 76: Measured vibration decay at 12% cable 
length and damper position with MR damper at 0 
A. 

Fig. 77: Measured vibration decay at 12% cable 
length and damper position with MR damper at 0.4 
A. 
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Fig. 78: Measured vibration decay at 12% cable 
length and damper position with MR damper at 
2.0 A. 

Fig. 79: Measured vibration decay at 12% cable 
length and damper position of free cable. 

 

Due to the approximate Coulomb friction behaviour of the MR damper under consid-
eration, vibrations at 12% relative cable length decay approximately linearly as long 
as the MR damper works. If the MR damper works, the MR damper relative dis-
placement is larger than a certain band value which results from out-of-plane vibra-
tions of the damper piston (Fig. 76, Fig. 77). If clamping occurs, the relative MR 
damper displacement becomes zero or is smaller than the band value, respectively. 
With the start of clamping, the decay envelope changes to an approximate exponen-
tial function. This indicates that the damping is dominated by the approximate vis-
cous material damping of the cable only. If the damper current is set to 2 A, the MR 
damper fully clamps the cable at damper position. Hence, the decay envelope has an 
exponential shape and the decay rate is that of the free cable (Fig. 78, Fig. 79). At 
such high current level, the MR damper behaves like an almost completely stiff bear-
ing. 

 

4) Evaluation procedure of measurement data 

Although the measured acceleration at 12% relative cable length decays almost with 
linear envelope during unclamped conditions (Fig. 76, Fig. 77), the damping was 
evaluated applying the approach of the logarithmic decrement that basically assumes 
linear viscous damping (Bachmann et al. (1995)). In that case, the ratio of two follow-
ing maxima is constant 
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where dTπ2  denotes the radial eigenfrequency of the damped structure. The loga-

rithmic decrement becomes 
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which leads to the equivalent damping ratio as follows 
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Fig. 80: Exponential approximation of linear decay within the amplitude range from 95% to 50%. 

 

In order to keep the evaluation error due to the approximately linear decay envelope 
fairly small, the local maxima within the amplitude range of 95% to 50% of the maxi-
mum value were fitted by an exponential function in order to determine the logarith-
mic decrement and the equivalent damping ratio, respectively (Fig. 80). Moreover, 
this way, the decay rate is evaluated within the amplitude range of large values which 
could cause material damage. Hence, if the MR damper current is chosen for maxi-
mum logarithmic decrement for that amplitude range, the MR damper force is tuned 
in order to prevent from possible material damage. 

Due to some small modulation of the decay measurements by higher modes, the 
evaluation procedure of the logarithmic decrement is modified as follows (Weber et 
al. (2005d)): 

1. Band pass filtering of the measured signals for the excited mode, in that case 
mode number 1. 

2. Determination of the local maxima within the amplitude range of 95% - 50%. 

3. Linear fitting of the natural logarithm of the selected local maxima in order to 
derive an estimate of the logarithmic decrement with small error, Eqs.(16)-
(18). 
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For the cable amplitudes within the range of 95% - 50% of the maximum mid span 
amplitude of approximately 0.075 m, 0.4 A turned out to be the optimum value of 
constant damper current for minimum decay time within the chosen amplitude (Fig. 
81). The logarithmic decrement of the free stay cable was measured as 0.96% which 
is a typical value for lightly damped steel structures. By attaching the MR damper 
operating in the passive-off mode, thus 0 A, the overall damping could be increased 
by an approximate factor of four (Fig. 81). If the MR damper current is optimally 
tuned to the actual vibration amplitude, the overall damping was approximately eight 
times larger than the damping of the free cable. If the MR damper clamped the cable 
at damper position due to a far too large current, the overall damping was the same 
as for the free cable (see logarithmic decrement for 2 A in Fig. 81). 

 

 
 

Fig. 81: Evaluated mean logarithmic decrement. Fig. 82: Schematic controller struc-
ture. 

 

5) Controller 

The basic controller structure consists of analogue/digital converter, the band pass 
filter, the control law, and the digital/analogue converter (Fig. 82). The input is the 
measured relative damper displacement and the controller output is a voltage signal 
[-10, 10] V, which is the command signal of the power module that generates the 
desired MR damper current (Fig. 83). The controller parameters such as sample fre-
quency, cut-off frequencies and control law parameters may be defined using a lab-
top computer connected to the controller by USB interface. 

In the case of the “Eiland Bridge”, a fairly simple control approach has been imple-
mented. Basically, it is an on/off strategy that applies 0.4 A to the MR damper if the 
actual relative damper displacement amplitude is above a defined threshold for a 
certain time and 0 A for relative damper displacement amplitude below the threshold 
for a certain time. 
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The memory function is taken into consideration in order to prevent from numerous 
on-off switching. The definition of a displacement amplitude threshold results in: 

• Low coupling of cable to bridge deck in the case of relative displacement 
amplitude below the threshold. This guarantees that the MR damper does 
not operate in passive-on mode due to small, traffic induced bridge deck 
vibrations. 

• MR damper energy consumption is small. 

The required power in the passive-off mode counts for 0.25 W with a current of 21 
mA and in the passive-on operating mode at 0.4 A is 2.6 W with a current of 220 mA. 
The required power is supplied by a solar panel und a battery 24Ah / 12V, made 
lead/gel technology, representing the necessary energy buffer (Fig. 84). 

  

Fig. 83: Displacement sensor and MR 
damper on the “Eiland Bridge” nearby 
Kampen, The Netherlands. 

Fig. 84: Solar panel and controller box mounted on the 
lightning pylon on the “Eiland Bridge” nearby Kampen, 
The Netherlands. 

 

The control law may be extended to a gain scheduling approach where different cur-
rent levels correspond to different relative damper displacement amplitude ranges. 
Due to the fairly small mid span amplitude that could have been excited by the pre-
sented man powered tests, only one optimum damper current value for one ampli-
tude range could have been determined. Therefore, the control law consists of only 
one “gain”. 

The physical reason for the gain scheduling approach depending on the actual rela-
tive damper displacement amplitude may be explained in the following. Depending 
on the MR fluid viscosity, the force trajectory of MR dampers describes more or less 
a Coulomb force trajectory (Fig. 54). Hence, the force of MR dampers operating at 
constant current is independent of the actual collocated cable velocity or displace-
ment, respectively. As a result, during the decay of cable vibrations, the MR damper 
force remains constant and finally clamps the cable at damper position as soon as 
the MR damper force is larger than the cable force in damper direction (Fig. 75). In 
contrast, linear viscous dampers will not clamp the cable during a decay phase due 
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to the proportionality between force and velocity. Concluding, if MR dampers shall be 
used for cable vibration mitigation, control of their friction force is mandatory. The 
control law may be derived from the energy equivalent, optimum linear viscous 
damper as follows (Fig. 69) 

 maxmaxmaxmax 4 −−−− ⋅==⋅= frifrifrivisvisvis xfWxfW π  (18) 

Assuming sinusoidal displacement at damper position, the velocity amplitude may be 
expressed in terms of displacement amplitude and frequency 
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The optimum viscosity given by Eq. (4) may be substituted in Eq. (19). For the same 
maximum damper displacements, the force level of the energy equivalent friction 
damper becomes 
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Hence, if friction force dampers shall dissipate the same amount of vibration energy 
as an optimally tuned linear viscous damper, then the actual friction damper force 
has to be controlled proportionally to the actual damper displacement amplitude. The 
absolute force value of friction dampers remains constant during one cycle of steady 
state vibrations in contrast to the force of linear viscous dampers which changes si-
nusoidally during one cycle of steady state vibrations. For MR dampers with force 
trajectories at constant current with fairly small slope, the equations derived for the 
friction damper may be taken also for MR dampers working at constant current. 

Provided that damper displacement amplitude may be measured directly, the feed-
back gain of energy equivalent friction dampers becomes 
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Linear viscous dampers represent the case of an ideal damping element where the 
damping coefficient is a constant independent variable. The force of an optimally 
tuned linear viscous damper is the product of viscosity and collocated velocity 

 vis
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n

opt

vis xcf &⋅=  (22) 

If such an optimum linear viscous damper has to be realized using an ideal actuator 
(Fig. 51), then the optimum viscosity represents the optimum feedback gain if the 
collocated velocity is measured directly (Marathe et al. (2004), Preumont (2002)) 
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Fig. 85: Emulation of desired damping characteris-
tics using feedback controlled actuators. 

Fig. 86: Characteristics of real “linear viscous 
dampers“. 

 

Generating the force trajectory of a, e.g., linear viscous damper by feedback control 
of actuators is called “emulating” linear viscous dampers (Fig. 85, Nakamura and 
Nakazawa (2002), Marathe et al. (2004), Stelzer et al. (2003)). If a feedback con-
trolled actuator emulates a linear viscous damper, the control strategy is called “ve-
locity feedback”. There are several reasons why emulation of, e.g., linear viscous 
dampers using feedback controlled actuators may be sensible: 

1. the wanted linear viscous damper with the desired optimum viscosity is not 
available on the market, 

2. the offered “linear viscous dampers” often do not have a pure linear force tra-
jectory, especially below a certain velocity limit limx&  due to the sealing friction 

which ends up in a highly nonlinear force trajectory below limx&  (Fig. 86), and 

3. the viscosity of a linear viscous damper cannot be tuned on site to the real 
structural properties in contrast to feedback controlled actuators, where the 
feedback gain allows for a fine tuning. 
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Notations 

Symbol Description Unit 

I  current A 

L  cable length m 

P  power W 

T  cable force N 

W  energy, work J 

X  amplitude of x  m 

c  viscosity kg/s 

f  force, frequency N, Hz 

g  gain - 

k  stiffness kg/s2 

m  mass; cable mass per unit length kg; kg/m 

x  displacement m 

α  angle rad 

δ  logarithmic decrement - 

ε  error - 

ω  radial frequency rad/s 

ζ  damping ratio - 

 

Superscripts Description 

opt  optimal 

x  mean value of x  

Subscripts Description 

MR  MR damper 

act  actual 

d  damper 

des  desired 

fri  friction damper 

max  maximum 

min  minimum 

sa  semi-active 

u  control input 

vis  linear viscous damper 

w  disturbance 
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2.1.2.3 Controlled shape memory alloy 

Theoretical background 

Shape memory alloys (SMAs) are mostly known for their so-called “shape memory 
effect”, where SMAs revert to their initial shape upon heating after having been de-
formed at low temperatures (Duerig (1990), Funakubo (1987), Humbeeck (2001), 
Janke et al. (2005), Otsuka and Wayman (1999), Otsuka and Kakeshita (2002)). This 
effect is also called pseudoplasticity. If the deformation recovery is restrained, me-
chanical stress results within the SMA. The stress may be used to introduce external 
forces into structures. 

Another effect occurs when austenite phase transforms to martensite phase due to 
external mechanical load at constant temperature. This is called super- or pseudoe-
lasticity, respectively. The alloy retransforms automatically to austenitic state if the 
SMA is unloaded. The stress-strain curve shows a hysteresis built by the two paths 
of transformation and retransformation. 

The “two way SMA effect” describes the behaviour of some SMAs that may remem-
ber two different shapes depending on different temperatures. 

Besides the transformation processes briefly described above, SMAs are character-
ized by high damping capacity due to internal friction which is based on mainly two 
different mechanisms. If martensite is the stable phase, martensite variants are reori-
ented within the SMA upon loading above yield stress. This effect produces large 
hysteresis areas if the loading is sinusoidal around zero. If the SMA is heated to a 
higher temperature, the hysteresis loop changes its form until it reaches the shape 
similar to the superelastic behaviour of SMAs. However, due to the complicated 
shape of the hysteresis trajectories between ambient temperature and high tempera-
tures (Otsuka and Wayman (1999)), this “adaptive” material behaviour is not used to 
produce controllable damping devices. 

The second mechanism is based on the superelasticity of SMAs (Fig. 87). The rela-
tive displacement between austenite and martensite interfaces and between marten-
site variants, respectively, produces friction and therefore damping. The hysteresis 
area during loading and unloading in the superelastic state is equivalent to the dissi-
pated energy. Since the hysteresis curve appears within the stress-strain map, this 
kind of damping is structural damping. If the temperature of the SMA is increased, 
the hysteresis does change its area, form and location within the stress/strain map 
(Fig. 87). For small temperature variations, the hysteresis curve does hardly change 
its area and form, but moves slightly to higher stress/strain values (compare the thick 
solid line and thick dashed line in Fig. 87). 

 

Adaptive shape memory alloy 

In the field of structural control, the superelastic behaviour may be used to produce a 
damping device with variable damping characteristics. The crucial points of such a 
controllable damping device may be: 

• Heating up the entire SMA is energy consuming and a constant, homogene-
ous temperature of the entire SMA is difficult to achieve and maintain. 

• Fast cooling of SMAs is a challenging issue. 

• Both, heating and cooling are rather slow processes due to the thermal ca-
pacity of the SMA material which results in a very small bandwidth of the 
semi-active damping device. 
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• The working area of the semi-actively working SMA is small compared to the 
entire area of the stress/strain area. Consequently, in many cases, the de-
sired optimum control force cannot be tracked. The resulting suboptimal 
force leads to mediocre vibration mitigation performance. 

Due to the difficulties listed above, the potential of SMAs working in the superelastic 
mode at different temperature is not a current issue. However, researchers have in-
vestigated numerically the damping potential of SMAs in superelastic mode at con-
stant temperature (Li et al. (2004)). 

A different way of using SMAs as an adaptive material is proposed by, e.g., Rustighi 
et al. (2005) and Williams et al. (2002). Here, the SMA is used as a spring element 
with two different stiffness values depending on the temperature. At ambient tem-
perature, the SMA is completely in the martensite phase (Fig. 88). At temperature 
“austenite finish”, the SMA is completely in the austenite phase. The two phases are 
characterized by two different moduli of elasticity within the elastic stress/strain re-
gion. By combining several SMA elements which are either in martensite or austenite 
state, a tuneable spring can be designed. Such an adaptive spring may be used in 
order to tune the frequency of a tuned mass damper to the actual structural target 
frequency (Rustighi et al. (2005), Williams et al. (2002)). It must be mentioned that 
the SMA stiffness does not change smoothly with increasing temperature. Therefore, 
each SMA element of the overall spring is either in full martensite or full austenite 
state (Williams et al. (2002)). That is the reason why the number of SMA elements 
has to be fairly high in order to be able to produce a spring element with almost con-
tinuously tuneable stiffness, bounded by the low stiffness of martensite and the high 
stiffness of austenite. 

 
 

Fig. 87: Stress-strain curves for the superelas-
tic behaviour of SMAs at different tempera-
tures. 

Fig. 88: Different moduli of elasticity for martensite 
and austenite. 
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Notations 

Symbol Description Unit 

E  elasticity modulus N/m2 

T  temperature K 
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2.1.3 Actuators 

2.1.3.1 Actuators for increase of damping 

In the field of structural control, increasing structural damping is the main target be-
cause, in general, both frequency and spatial distribution of disturbance forces due 
to, e.g., wind loading, are unknown. If the structural damping c  shall be augmented 
by the external control force uf , the control force has to be controlled proportionally 

to the collocated structural velocity, which is shown for the simple case of a single 
degree of freedom system (SDOFS), see Eqs. (1) and (2). 

 w

u

wu fkxx
x

f
cxmffkxxcxm =+








−+→+=++ &

&
&&&&&  (1) 

 xcf uu
&−=  (2) 

The overall damping of the SDOFS becomes 

 ( )utot ccc +=  (3) 

The control concept described by Eq. (2) is called “velocity feedback” and will be dis-
cussed in detail in Chapter 2.2. According to Eq. (2), the control forces required are 
dissipative. Consequently, controllable dampers are sufficient to track the desired 
control force uf . However, there are mainly three reasons, why actuators that can 

apply active forces to structures may be mandatory in the field of structural control: 

• Besides increasing structural damping, structural control comprises also, e.g., 
displacement and shape control of structures. 

• If the control force shall compensate for disturbance forces that influence the 
structure only at well known positions of the structure (Achkire et al. (1998), 
Caruso et al. (2003), Raja et al. (2002)). 

• There exist many other control concepts used to mitigate structural vibrations 
which require dissipative and active force values (d’Azzo and Houpis (1995)). 

• In the special case of “sky hook” damping requires dissipative and active 
force values (Lee and Jeon (2002), Preumont (2002), Preumont (2004), Stel-
zer et al. (2003)). 

From the wide range of actuator types, two of them are described in the following 
which are fairly often used in the field of structural control, namely hydraulic aggre-
gates and piezo actuators. 
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Notations 

Symbol Description Unit 

c  viscous damping coefficient kg/s 

f  force N 

k  stiffness kg/s2 

m  mass kg 

x  displacement m 

 

Subscripts 

tot  total 

u  control 

w  disturbance 
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2.1.3.2 Hydraulic aggregate 

Theoretical background 

The force of hydraulic aggregates is produced by the oil pressure within the aggre-
gate cylinder 

 pstaa Apf ⋅=−  (1) 

where p  is the oil pressure and pA  the cross sectional area of the piston. 

The force level is controlled by servo valves (Fig. 89). Usually, hydraulic aggregates 
are equipped with both displacement and force sensor. This allows for controlling the 
hydraulic aggregate in displacement control mode or force control mode. The most 
often used control mode is displacement control and the reaction force between 
tested device and aggregate piston is measured by an additional force sensor or by 
the force sensor of the aggregate. 

The maximum available displacement amplitude depends on the frequency assuming 
sinusoidal displacement because the dynamic force of the hydraulic aggregate is 
limited by a maximum tolerable value in order to avoid damage of the aggregate (Eq. 
(2)). The common way is that data sheets give information about the maximum val-
ues of frequency pω  and amplitude pX  of a sinusoidal displacement. 

 ( )pppdyna Xxf ⋅∝∝ −−−
2

maxmax ω&&  (2) 

 
Fig. 89: Hydraulic aggregate, mounted on a steel frame. 
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The maximum value of the static aggregate force is usually approximately 20% 
higher than the maximum value of the dynamic aggregate force. However, since ag-
gregates are used in dynamic testing of structures, the maximum dynamic force is 
relevant. 

 

Implementation 

Hydraulic aggregates are mainly used to test novel materials in the laboratory. Usu-
ally, the test material or test device is displacement controlled deformed and the re-
action force as system output is measured (Krenk et al. (1996)). The results are the 
well known stress-strain or force-displacement curves, respectively. Another applica-
tion of hydraulic aggregates is the forced excitation of structures such as buildings, 
bridges, and towers in order to identify structural parameters based on forced vibra-
tions (Irwin and Stoyanoff (2005), Occhiuzzi et al. (2003), Stoyanoff et al. (2005), 
Weber and Huth (2005), Yang et al. (2004)). A third variant is simply to control the 
displacement or shape of large civil structures installing hydraulic aggregates be-
tween stories or between the first floor and ground. 

As a result of the ability to produce active forces, the following points should be in-
cluded in the displacement or force control loop of such actuators in order to avoid 
unintentional material or actuator damage: 

• A maximum force value should be defined above which the controller 
shuts off. 

• A maximum displacement value should be defined above which the con-
troller shuts off. 

• The first test should be run using a dummy. 

 

Design and testing 

Since hydraulic aggregates are commercially available, they are designed, manufac-
tured and tested by the corresponding company. Operating maps of the aggregate 
are delivered together with the aggregate. 
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Notations 

Symbol Description Unit 

A  cross sectional area m2 

X  displacement amplitude m 

f  force N 

p  pressure Pa 

x  displacement m 

ω  radial frequency rad/s 

 

Subscripts 

a  actuator 

dyn  dynamic 

max  maximum 

p  piston 

sta  static 

 



SAMCO Final Report 2006 

F05 Guidelines for Structural Control 
 
 

www.samco.org  Page 105 of 155 

 

2.1.3.3 Piezo actuator 

Besides books, information about piezo actuators may be found in the internet, e.g., 
on the following pages: 

• http://de.wikipedia.org/wiki/Piezo 

• http://www.efunda.com/Materials/piezo/general_info/gen_info_index.cfm 

• http://www.marco.de/pb.html 

• http://www.physikinstrumente.com/tutorial/index.html 

• http://www.piezo.com/ (PIEZO SYSTEMS, INC., MA 02139 USA) 

• http://www.piezo-kinetics.com/ (Piezo Kinetics, Inc. Bellefonte, PA 16823, 
USA) 

• http://www.piezomechanik.com/ (Piezomechanik GmbH, D-81673 Munich, 
Germany) 

 

Theoretical background 

Piezo actuators like stacks, benders, tubes, and rings make use of the deformation of 
electroactive PZT-ceramics (PZT: lead (Pb), zirconia (Zr), Titanate (Ti)) when they 
are exposed to electrical fields. This deformation can be used to produce motions or 
forces if the deformation of the piezo element is constraint. 

The above effect is the complementary effect to piezo electricity, where electrical 
charges are produced upon application of mechanical stress to the ceramics. As an 
analogy, the term “piezo mechanics” was introduced in the early 80’s of the past cen-
tury by L. Pickelmann to describe the conversion of electricity into a mechanical ac-
tion by piezo materials. 

For piezo mechanical conversion in the simplest case a single PZT layer is used. 
Such a PZT monolayer structure as shown in Fig. 90 is a capacitive element. It con-
sists of two thin conductive electrode coatings enclosing the piezo ceramic as dielec-
tric. Applying a voltage to this “piezo capacitor”, the capacitor is charged and defor-
mation results. Hence, PZT actuators may be seen as “actuating” capacitors. 

If the maximum deformation of PZT actuators shall be increased, PZT actuators con-
sist of several layers. These piezo stack actuators and stacked piezo rings make use 
of the increase of the ceramic thickness in direction of the applied electrical field (Fig. 
91). This is called “d33 effect”. Stacking of several layers towards a multilayer struc-
ture increases equivalently the total stroke. In practice, axial strain rates up to 2‰ of 
stack’s length can be achieved under certain conditions. 
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Fig. 90: Schematic of a piezo-electric single layer element 
(http://www.piezomechanik.com/). 

Fig. 91: Schematic of an axially acting 
multilayer piezo stack 
(http://www.piezomechanik.com/). 

Similar to elastic deformation of solid bodies, the thickness expansion of a PZT layer 
is accompanied by an in-plane shrinking (Fig. 90). This is called the “d31 effect”, be-
ing complementary in motion and showing roughly half linear strain compared to the 
d33 effect. The d31 effect is mainly used for bending structures. 

 

Design 

Piezo actuators were used preferentially in the past for quasistatic precision position-
ing tasks, but find now increasing interest in completely new fields of application like 
dynamically actuated mechanics, e.g., valves, fuel injection devices, or adaptive 
smart structures such as shape tuning, vibration generation and cancellation, and 
mode tuning (Caruso et al. (2003), Herold et al. (2004), Ma (2002), Raja (2002), Sa-
dri et al. (2002)). Of course, such a broad variety of applications cannot be covered 
by one general actuator type. The main parameters to adapt a piezo actuator to a 
distinct application are: 

1. Selection of proper PZT material defining achievable strain, stroke, energy 
balance, temperature range etc. 

2. Preparation of a highly reliable and efficient stack structure which is, e.g., 
shock and vibration resistant. 

3. Sealing for corrosion resistance. 

4. Packaging of the ceramic stack. 

5. Actuator system design, e.g., systems able to push and pull. 

6. Performance and reliability of actuator systems depend further on the electri-
cal driving characteristics like voltage / charge / current control operating 
strategies and unipolar / semibipolar / bipolar operation. 
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Fig. 92: Schematic of a stacked ring 
actuator 
(http://www.piezomechanik.com/). 

Fig. 93: Schematic of an actuator with prestress 
(http://www.piezomechanik.com/). 

 

Some of the currently used basic stack designs are: 

• Bare stacks: The mounting and motion transfer is always done via end faces. 
Bare stack must not be hold by sideway clamping. 

• Ring stacks with centre hole (Fig. 92): Ring stacks are needed if an accessi-
ble system axis is needed for transmissive optical set-ups or the feed through 
of mechanical parts is required. Ring stacks may be also required in order to 
increase the bending stiffness by diameter enlargement of the stack without 
the need of increase of the operated ceramic volume (e.g. for long-stroke 
elements). Ring actuators provide further a fairly high cooling performance 
due to possible access of the inner and outer surface by cooling media. 

• Cased stacks with internal preload mechanism (Fig. 93): The incorporation of 
piezo stacks into a metallic casing generally improves reliability and stability 
against mechanical impact and deteriorating environmental influences. The 
implementation of a preload mechanism compensates for tensile stress. In 
contrast, ceramics are extremely vulnerable to such impacts. 

 

Actuator characterization 

Like any other electrical actuator, piezo actuators convert electrical energy into mo-
tion and force, respectively, depending on the actuator stroke constraints. The gen-
erated motion or force is coupled to an external device (Fig. 94). In the simplest case, 
this device shall be shifted from the actual position to the desired one. More complex 
applications may be, e.g., position control of valves or controlled piezo mechanical 
elements incorporated in smart structures. In all these cases the interaction between 
the actuator and the driven mechanism must be analyzed. The mechanical interac-
tion is defined by the stiffness values of both systems, namely of the piezo actuator 
and of the actuated mechanical system. 
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Fig. 94: Schematic of a piezo actuated system 
(http://www.piezomechanik.com/). 

Fig. 95: Schematic voltage/stroke diagram of a 
stack actuator 
(http://www.piezomechanik.com/). 

 

Two basic experiments are carried out in order to determine the actuator characteris-
tics: 

• actuator stroke generation as a function of the applied voltage (Fig. 95), 
and 

• actuator force generation as a function of the applied voltage (Fig. 96). 

The condition for determination of the stroke voltage relation is that the stiffness of 
the actuated mechanical system is zero or in other words that the piezo actuator dis-
placement is not constraint. Then, the piezo actuator generates maximum stroke and 
minimum force. 

The necessary condition for determination of the maximum actuator force, also called 
“blocking” force, is infinite large stiffness of the actuated mechanical system or zero 
piezo actuator displacement, respectively. The force response shows remarkably 
lower hysteresis than the stroke response. It must be noted that the hysteresis de-
pends on preload conditions. 

In practice, piezo actuators interact always with mechanical systems showing an in-
termediate stiffness value between the two theoretical limits 0 and ∞ . Then, the 
piezo actuator distributes the electrical energy partially into generation of stroke and 
partially into generation of force (Fig. 97). The ratio between stroke and force genera-
tion depends on the quantitative relation of piezo actuator stiffness and mechanical 
system stiffness. The achievable force-stroke relations of a real system can be de-
rived in the following way: 

1. Draw a line from maximum stroke to maximum blocking force. 

2. Draw a line from origin with a slope according the stiffness of the coupled me-
chanical system. 

3. The intersection point A of these two lines describes the achievable stroke 
and force at maximum voltage of the piezo actuator. Notice that the sche-
matic depicted in Fig. 97 represents a linearized actuator response. It does 
not take into account stroke enhancement effects. 

If the stiffness values of the piezo actuator and of the coupled mechanical system are 
equal, the achievable displacement is 50% of its maximum value and the achievable 
force variation is 50% of the blocking force. Under this condition, the mechanical en-
ergy transfer efficiency from the piezo actuator to the mechanical system is maxi-
mized. 



SAMCO Final Report 2006 

F05 Guidelines for Structural Control 
 
 

www.samco.org  Page 109 of 155 

 

  

Fig. 96: Schematic voltage force relation of a piezo 
stack (http://www.piezomechanik.com/). 

Fig. 97: Maximum piezo actuator stroke ver-
sus maximum (blocking) piezo actuator force 
(http://www.piezomechanik.com/). 

 

Piezo actuators convert electrical energy into a mechanical energy, often called piezo 

mechanical response. The electrical energy content W  of an electrically charged 
piezo actuator is 

 
2

2
UC

W
⋅

=  (1) 

where C  is the actuator capacitance and U  the applied voltage. The piezo me-
chanical response parameters are: 

• stroke generation l∆ , 

• force generation F∆ , and 

• mechanical energy FlW ∆⋅∆= . 

 

Control of piezo actuators 

The user of an actuator is mainly interested in the displacement of the actuator and, 
perhaps, in the ultra fine positioning capability down to the sub nano meter range. A 
variation of force or generation of mechanical energy during the action of the piezo 
actuator is not of high priority. However, piezo actuators then do not operate energy 
efficient because only a small part of the actuator energy content is needed to be 
transferred to the coupled mechanics. 

Optimizing piezo actuators for dynamic positioning purposes means minimizing the 
electrical energy input for given desired displacement. This is equivalent with mini-
mum actuator capacitance in relation to the driving voltage. Then, the electrical 
power requirements for a distinct dynamic response, e.g., oscillating arrangements, 
are minimal. Consequently, a PZT material with low dielectric constant ε  together 
with a high piezoelectric constant d33 is required. 

Position control of piezo actuators is the classical control target. However, in the case 
of smart structures of high stiffness, which shall be highly deformed by integrated 
piezo actuators, large displacements together with high force generation to achieve 
high mechanical energy transfer are required. Examples are adaptive frame struc-
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tures of machines, car bodies, wings of air planes for active vibration excitation and 
cancellation or shape optimization (Caruso et al. (2003), Herold et al. (2004), Ma 
(2002), Raja (2002), Sadri et al. (2002)). To provide this large mechanical energy 
output, an increased electrical energy input is required via a reasonable large electri-
cal capacitance of the actuator to get a high mechanical energy density within the 
ceramics. Therefore, PZT materials are requested showing an elevated dielectric 
constant ε  combined with a very high strain and force generation rate. Notice that 
materials with large dielectric constant ε  are widely offered but often do not show the 
wanted large piezo mechanical response. 

  

Fig. 98: Approximately linear relation between 
stroke and charge content of piezo actuators 
(http://www.piezomechanik.com/). 

Fig. 99: Creep of piezo actuators 
(http://www.piezomechanik.com/). 

 

According the simple capacitance equation 

 CUQ ⋅=  (2) 

the voltage U  at capacitor’s contacts is proportional to the stored electrical charge 
content Q . For commercially available capacitors, the capacitance C  is constant. 
Piezo actuators represent also electrical capacitors. In contrast to normal capacitors, 
the capacitance of piezo actuators is not constant but depends to some extent on 
driving conditions like voltage, load, temperature etc. Therefore, the position, velocity, 
and acceleration of piezo actuator do not depend linearly on the applied voltage U  
(Fig. 95). However, position, velocity, and acceleration are proportional to the charge 
content Q  (Fig. 98). Consequently, if the nonlinear relation between voltage and dis-
placement shall not be compensated, piezo actuators should be “charge”-controlled 
(Preumont (2002)). Summarizing, the controlled variables of the piezo actuator are: 

• position, which is proportional to the electrical charge content 

 Qx ∝  (3) 

• velocity, which is proportional to time derivative of the electrical charge con-
tent 

 IdtdQ =/  (4) 

      thus the velocity is proportional to current: 

 Ix ∝&  (5) 
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• acceleration, which is proportional to the second time derivative of the electri-
cal charge content ( dtdIdtQd // 22 = ), thus the acceleration is proportional 

to the change of current ( Ix &&& ∝ ). 

As explained above, “charge”-control of piezo actuators within an open loop system 
since sensors are not needed results in linear position control. Besides this very im-
portant issue, charge control leads also to the following benefits: 

• increase of actuator stiffness, and 

• increasing actuator’s reliability under very high dynamic operating conditions. 

The slight nonlinear relation between stroke and charge shown in Fig. 98 may be 
compensated by the inverse function of that relation. The most important point is that 
hysteresis does almost not exist (approximately 1%) as in the case of voltage control 
(Fig. 95). The main advantage of linearization via the charge philosophy is the pure 
mode excitation. A sinusoidal electrical current will be converted into a sinusoidal 
oscillation of the piezo actuator velocity without any modulations due as it is the case 
for voltage controlled stroke due to nonlinearities and hysteresis. 

Piezo actuators show small positive drift in expansion over a distinct time when a 
voltage step is applied (Fig. 99). This is called creep of piezo actuators. It is based on 
a “ferroelectric” effect, where the polarization state of the ceramic alters as long as an 
electrical charge flows that is delivered by the voltage supply. Hence, creep may be 
immediately stopped, when the charge content of piezo actuators is kept constant. 

Sensing using piezo actuators is also possible (Law et al. (2003)). Then, the dis-
placement of the connected mechanical system produces a charge and therefore a 
voltage within the piezo actuator. 
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Notations 

Symbol Description Unit 

C  capacitance F 

F  force N 

I  electrical current A 

Q  charge C 

U  voltage V 

W  work, energy J 

l  stroke, displacement m 

t  time s 

x  displacement m 

∆  difference - 

ε  dielectric constant - 
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2.2 Control algorithms 

The three basic control strategies, such as feedback, feed forward, and passive con-
trol are described in the first subchapter. The following subchapters present different 
control approaches often used in the field of structural control. Active damping using 
the Root Locus method is documented in the second subchapter. It is extended with 
a short introduction into PID control. The third subchapter describes the approach of 
optimal control. This chapter also introduces the state space representation. The 
fourth subchapter summarizes other linear control approaches often used in the field 
of structural control. 

 

2.2.1 Control strategies 

Basically, there exist three ways how to control actuators connected to dynamic sys-
tems: 

• feedback control, 

• feed forward control, and 

• passive control. 

Within the following subchapters, these three control strategies are explained. In the 
case of structural control, controlled actuators may also be controllable damping de-
vices since the main target of structural control in the field of civil engineering is 
damping increase. Actuators and dampers will be called “control device”, the con-
trolled dynamic systems such as tall buildings, slender bridges, long cables, and 
other civil structures will be called “plant”. 

 

2.2.1.1 Feedback control 

When the main disturbance w  of the plant )(sGP  is unknown or not measurable 
(Fig. 100), feedback control may be applied. The basic idea is to measure the system 
response y , which includes measurement noise v , then to compare the variable y  
to the desired value of y , the so-called reference signal r , and feed back the result-

ing error e through the controller )(sGC  to the plant )(sGP  (d’Azzo and Houpis 

(1995), Geering (1990), Preumont (2002), Soong (1990)). The controller is designed 
in order to minimize the error signal e with the constraint that the closed-loop system 
must not become unstable. 
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Fig. 100: Closed-loop structure of 
feedback control. 

Fig. 101: Closed-loop structure of feedback control includ-
ing actuator and sensor dynamics. 

 

In reality, the closed-loop structure additionally consists of the control device dynam-
ics and of the sensor dynamics, represented by the corresponding transfer functions 

)(sGA  and )(sGS  in Fig. 101 (Dyke and Spencer Jr. (1997), Yeo et al. (2002)). The 
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controller output Cu , e.g., a voltage signal, is the input signal of the actuator which 

eventually produces the desired control signal u , e.g., the desired force. Usually, it is 
assumed that both the dynamics of the control device and the dynamics of the sen-
sor as well are much faster than the dynamics of the plant and therefore negligible for 
model-based controller design. However, the dynamics of the control device may 
limit the controller band width, especially in the case of vibration control of high fre-
quencies. The sensors have to be chosen the way that the plant state variables of 
interest may be measured without any aliasing. 

 

2.2.1.2 Feed forward control 

Feed forward control can be applied when a reference signal is available, which is 
correlated to the disturbance acting on the plant (Fig. 102). The measured reference 
signal is passed to an adaptive filter )(sGF  whose output signal influences the struc-
ture as a second disturbance. The criterion for the adaptation of the filter coefficients 
is the minimization of the measured error e , e.g., minimizing the displacement at a 
certain location of the structure (Ma (2002)). Thus, the basic idea of adaptive filtering 
is producing such an additional disturbance that the effect of the primary disturbance 
on the plant is compensated. However, the full compensation is only possible at sen-
sor location. 

 

2.2.1.3 Passive control 

In the field of structural control, passive control (Fig. 103) has been implemented in 
many cases thanks to its simplicity and robustness (Gordaninejad et al. (2002), Ko et 
al. (2002), Xu and Yu (1998a/b): 

• Passive control does not require any PC including control soft- and hardware. 

• Stability is not an issue because the loop is not closed. 

Usually, the optimal value of the constant input signal Cu  of the control device is de-

termined experimentally. The criterion for the optimal value Cu  is minimum error e , 

e.g., the minimum of the measured velocities at certain positions of the plant. 
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Fig. 102: Structure of feed forward control. Fig. 103: Open-loop structure of passive control. 
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2.2.1.5 Notations 

Symbol Description Unit 

)(sG  transfer function - 

e  error - 

r  desired value / desired trajectory - 

s  complex frequency variable - 

u  controlled input variable of the plant - 

v  measurement noise - 

w  system noise / disturbance input variable of the plant - 

y  plant output variable - 

 

Subscripts Description 

A  actuator 

C  controller 
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F  filter 

P  plant 

S  sensor 
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2.2.2 Active damping with collocated pairs 

The following chapter describes active vibration suppression using collocated pairs of 
actuators and sensors (Achkire et al. (1998), d’Azzo and Houpis (1995), Preumont 
(2002), Soong (1990)). Actuator and sensor pairs are denoted as collocated if they 
are physically located at the same place and energetically conjugated, e.g., force and 
velocity or torque and angle. One main property of such collocated pairs is that the 
closed-loop structure of each pair is independent from the others. This leads to as 
many independent single input single output (SISO) loops as collocated pairs. 

In order to explain the different control schemes of active damping, first, linear com-
pensators will be introduced. Within this subchapter, the terms of “loop shaping”, 
“Nyquist Diagram”, “Bode Diagram”, and “Root Locus” will be described (d’Azzo and 
Houpis (1995), Geering (1990), Preumont (2002)). Then, the different closed-loop 
structures using different combinations of collocated actuator sensor pairs will be 
presented. 

 

2.2.2.1 Linear compensators 

PID control elements 

The transfer function of a parallel PID controller (Fig. 104, Fig. 105) consists of the 
proportional gain PK , integral gain IK , and derivative gain DK  (d’Azzo and Houpis 
(1995), Geering (1990), Preumont (2002), Soong (1990)) 
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The proportional gain is responsible for the “basic work” of the controller. The propor-
tional gain PK  amplifies the error e . This forces the measured plant output y  to 
follow the desired variable r  ( y  tracks r ). The integral gain makes it possible to 
reach a tracking error equal to zero during steady-state conditions. The derivative 
gain adds damping to the closed-loop structure which makes controlled plant re-
sponse fast to changes of r . 
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Fig. 104: Structure of parallel PID controller with 
inverse plant model NL-1. 

Fig. 105: Bode diagram of P, I, D elements, and 
of low pass filter of 2nd order. 

However, large values of DK  may lead to unstable closed-loop behaviour. 
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Since PID control assumes a linear behaviour of the plant, the main non-linearity 
(NL) between u  and y  must be compensated within the control algorithm by an in-
verse model of the nonlinearity (NL-1). Besides non-linearities of the plant itself, the 
nonlinear relation between actuator input (voltage, current) and actuator output 
(force, strain, displacement,…) has to be considered as well. In order to suppress 
measurement noise, a low pass filter of order n  is added in series to the PID control-
ler. The low pass filter is responsible for the so called “roll-off” behaviour of the con-
troller, which suppresses measurement and system noise (Fig. 106). A first order 
filter produces -10 dB/dec “roll-off”, which is not seen as sufficient for measurement 
and system noise suppression. Usually, filters of 2nd order (-20 dB/dec) or higher are 
applied. 
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Fig. 106: Bode diagram of a parallel PID control-
ler with low pass filter of 2nd order for a good 
“roll-off”. 

Fig. 107: Characteristics of Lead and Lag ele-
ments shown in the Bode Diagram. 

 

Lead / Lag element 

The Lead and Lag elements allow for adjusting the transfer function of the controller 
in the frequency domain (d’Azzo and Houpis (1995), Preumont (2002)). Since these 
elements change the shape of the transfer function in the “Nyquist Diagram”, where 
the transfer function is a trajectory in the real-imaginary-plane and therefore appears 
as a line or “loop”, this procedure is called “loop shaping”. The Lead element may 
increase the phase margin, whereas the Lag element may increase the gain margin 
(Fig. 107). 
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Controller tuning 

Besides the trial and error method for tuning the parameters of PID controllers, the 
most common way of model-based controller parameter design is presented here 
(Geering (1990)): 

1. Given the transfer function of the plant together with a single P controller, the 
value of PK  may be determined where the closed-loop structure just be-

comes unstable. This value of PK  is called critPK −  Then, the real parts of the 

closed-loop poles are zero. The imaginary parts of the closed-loop poles are 
identical to the critical frequency in radiant per second ( critT→ ). For higher 

values of PK , the real parts of the closed-loop poles get positive and the 
closed-loop structure becomes unstable. 

 critPK − , critcritT ωπ2=  (5), (6) 

2. Based on the values of critPK −  and critT , the PID controller parameters may 

be tuned according to Ziegler/Nichols: 

P controller: critPp K0.5K −⋅=  (7) 

PI controller: critNcritPp T0.85T,K0.45K ⋅=⋅= −  (8), (9) 

PID controller: critVcritiNcritiPp T0.12T,T0.5T,K0.6K ⋅=⋅=⋅= −   

  (10)-(12) 

Please notice that the determination of critPK −  requires a model of the plant. For this 

reason, the controller design may be called model-based. 

 

Root Locus method 

In the following, the determination of the values of critPK −  and critT  shall be demon-

strated. It is assumed that the plant has the only real poles -1, -2, and -3 (Fig. 108, 
Geering (1990)). The transfer function of the closed-loop system with the P controller 
only and negative unity feedback becomes 
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The poles of CG  are the zeros of the denominator of clG . The poles of the closed-

loop system are plotted in the real-imaginary-plane (Nyquist Diagram) with parameter 

PK  (Fig. 109). The resulting line or trajectory is called “Root Locus” of the closed-

loop. For increasing values of PK , the closed-loop inclines more and more to vibrate. 
For real parts of the closed-loop poles equal to zero, the closed-loop system does not 
have any damping. Then, the closed-loop system is on the border of instability. For 
the example presented, the critical values are: 
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 ][−=− 60K critP  ,  ][s112πTcrit =  (14), (15) 

If PK  is further increased, the closed-loop system gets unstable or the damping of 
the closed-loop system becomes “negative”, respectively. 
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Fig. 108: Plant of 3rd order with proportional 
gain only. 

Fig. 109: Root Locus of 3rd order plant with feed-
back proportional gain PK  only. 

 

2.2.2.2 Active damping with collocated actuator sensor pairs 

Main idea 

The equation of motion of a system excited by the disturbance force w  and con-
trolled by the force f  is 

 fwzKzCzM +=++ &&&  (16) 

When the control target is increasing the damping of the plant, then the control force 
f  must be proportional to the structural velocity at actuator location in order to in-

crease apparently the plants damping 

 ( ) zfwzKfzCzM &&&& −⇒=+−+ ~  (17), (18) 

This leads to a control force, which acts like an external viscous damper. The collo-
cated sensor may be, e.g., a velocity sensor. The matrix notation of the equations 
above points out that the damping of the closed-loop structure may be increased us-
ing numbers of collocated actuator sensor pairs (Fig. 110). Then, a decentralized 
controller may be realized by a proportional negative feedback 

 T

n1

T

n1 zzzggg ]...[]...[1 22
&&&⋅⋅−=f  (19) 

The controller is called decentralized because every sensor builds a closed-loop only 
with its collocated actuator. Due to the positive definite values of ig  (similar to P 

element), this control law (negative feedback) guarantees power dissipation. 



SAMCO Final Report 2006 

F05 Guidelines for Structural Control 
 
 

www.samco.org  Page 121 of 155 

 

 

The locations of the velocity sensors must be chosen the way that the vibration ve-
locity of the mode of interest is not zero. If this is the case, the collocated actuator 
sensor pair is located at the structure where the mode of interest has a nodal point. 
In order to guarantee a proper working behaviour of the proportional controller, a low 
pass filter should be added, which attenuates the measurement noise. The resulting 
closed-loop structure is called direct velocity feedback (DVF, Nakamura et al. (2002), 
Preumont (2002), Subramanian (2002)). 

 

Tuning the feedback gain for maximum additional damping 

Given the four mass system depicted in Fig. 111 with identical values for mass, stiff-
ness, and damping elements, the equation of motion with the external control forces 

if  becomes 
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Fig. 111: Four mass system. 

 

For the following investigation, one force actuator and one velocity sensor at the first 
mass are assumed. Then, as seen in the previous chapter, negative feedback with 
proportional gain PK  is able to damp structural vibrations. The measurement equa-
tion becomes 
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Fig. 110: Closed-loop structure of direct velocity feedback for collocated actuator sensor pairs. 
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 T
zzzzzzzzy ][]00010000[ 43214321
&&&&⋅=

  (21) 

Due to the low structural damping and the collocation, the transfer function shows the 
alternating resonance/anti-resonance pattern (Fig. 112, Preumont (2002)). The reso-
nances are the poles of the plant, where the velocity 1z&  (output) is infinite large for 

the external force 1f  (input) near to zero. The anti-resonances are the plant’s zeros, 

where the velocity 1z&  becomes zero for any external force. The alternating pole/zero 
pattern is also visible in the real-imaginary plane (Fig. 113 and Fig. 115). 

The control target shall be maximum damping of the structural mode with the lowest 
frequency, because this mode usually produces the largest displacement (the modes 
in Fig. 113 are numbered with increasing frequency). The goal is to find the optimum 
feedback gain g  for maximum additional damping. Obviously, there exist two cases 
for g  that cannot be optimal: 

• 0=g : The feedback gain is zero. Hence, the closed-loop system behaves 
like the open-loop system. Then, the pole of the open-loop system is identical 
with the pole of the closed-loop system (Fig. 113). 

• ∞=g : The feedback gain is infinite large. Then, the control force is also infi-
nite large, which results in a nodal point of the structure at actuator position. 
The actuator force behaves like a completely stiff bearing. The closed-loop 
pole is identical with the open-loop zero due to vanishing velocity and dis-
placement, respectively, at actuator position (Fig. 113). 
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Fig. 112: Transfer function of four mass system 
with force input and velocity output at mass no.1. 

Fig. 113: Placement of closed-loop pole for maxi-
mum additional damping of mode 1 (direct velocity 
feedback). 

 

As explained in the preceding chapter, the root locus is the trajectory of all closed-
loop poles for g  increasing from zero to infinity. Considering the following character-
istics of the closed-loop pole 

 ( ) iiiclpolereal ωζ=− −    ,      iiclpole ω=−  (22), (23) 
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the closed-loop structure with maximum additional damping shows its pole on the 
root locus where the angle between real and imaginary parts reaches its maximum 
(Preumont (2002)) 
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This fact also points out that large damping may only be achieved for trajectories 
going far into the left half plane in the Nyquist Diagram. This is only possible for poles 
and zeros being well separated. The transfer function of the plant with optimally 
damped mode 1 is shown in the Bode Diagram depicted in Fig. 114. The resulting 
pole locations of all four structural modes are depicted in Fig. 115. This figure clearly 
demonstrates that single actuator sensor pairs may only damp one mode optimally. 
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Fig. 114: Comparison between very low damped 
plant and plant with optimally damped mode 1. 

Fig. 115: Location of closed-loop poles of all four 
modes for maximum damping of mode 1. 

 

Active damping with force actuators 

As seen in the example of direct velocity feedback, the idea is to feed the force ac-
tuator with a signal being proportional to the actual vibration velocity at actuator posi-
tion. Negative feedback guarantees energy dissipation and thus stability of the con-
trol loop. Basically, there are three ways how to measure the actual vibration velocity. 
These three possibilities are described in the following. 

 

a) Displacement measurement 

Notice that measuring displacements requires the differentiation of these signals in 
real time in order to get the actual velocities (Gandhi and Munsky (2002)). Due to the 
transfer function of derivative elements, measurement noise will be amplified. There-
fore, when displacement sensors are used for active damping, the derivative element 
must be extended by a low pass filter of nth order ( FG ) for a sufficient good “roll-off” 
behaviour of the closed loop system 
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The filter order should be at least three ( 3=n ) in order to produce at least a “roll-off” 
of -40 dB/dec (d’Azzo and Houpis (1995), Preumont (2002)). The filter corner fre-
quency is the frequency above which the signal parts are cut off. The filter is de-
signed the way that the steady-state amplification is one ( 1)0( ==sGF ). 

b) Velocity measurement 

Although the signal does not have to be differentiated, again, it is recommended to 
add a low pass filter to the proportional gain for measurement noise suppression. 
The filter should be of 2nd order or higher in order to produce -40dB/dec or more. 
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c) Acceleration measurement 

Measuring the acceleration requires the integration of the signal in real time. The 
integration helps already to suppress measurement noise, but only with a “roll-off” of 
-20 dB/dec 
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In order to reach a “roll-off” behaviour of -40 dB/dec, a low pass filter of first order 
may be added. It may help not destabilizing modes of high frequencies. The first or-
der low pass filter together with the integration of the acceleration signal gives the 
form of a 2nd order filter 
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The tuning parameters of the second order filter, the filter frequency and the filter 
damping ratio, allow for tuning the filter precisely to the mode of the plant to be 
damped. According to Preumont (2002), the rule of thumb for the filter tuning be-
comes (index F  for filter, index P  for plant, index i  for mode number): 

 ( )iFiFiPiF ωωωtoclose −−−− >ω  (29) 

 ( )ratiodampingofincreaseFF ⇒↑= ζζ 7.0...5.0   

  (30) 
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By designing several second order filters, several structural modes may be damped. 
Here, the usual procedure is to determine the gains ig  by experiment, starting with 

the filter design for the mode with highest frequency. These n  filters targeted to 
damp n  structural modes do not necessarily need n  actuator sensor pairs. The 
number of actuator sensor pairs may be smaller than n . 

 

Active damping with strain actuators 

Strain actuators may work in two principle ways: 

i) If piezo elements deform freely, they produce a voltage signal (output) that is 
proportional to the deformation of the piezo element. 

ii) If piezo elements are, e.g., glued to the structure surface, their deformation is 
not free. Then, they apply a strain to the structure which is proportional to the 
input voltage signal. 

As a consequence of these two different working principles, either the displacement 
of the structure or the force generated by the piezo element is measured. 

 

a) Displacement measurement 

The output signal of the piezo element which acts as a strain sensor is proportional to 
displacements. Then, active vibration mitigation is feasible by producing a stress be-
ing proportional to the displacement if the entire feedback loop is positive (Preumont 
(2002)) 

 {
444 3444 21

FG

n

FFF

sensorstrainwith
dampingactive

C
ss

gsG
ωωζ ++

⋅−=
2

1
)(

2
 (31) 

That is why this active control scheme is called Positive Position Feedback (PPF). 
For a sufficient “roll-off”, a second order filter should be designed similarly to the filter 
design for DVF using accelerometers. 

 

b) Force measurement 

In the case of force measurements, piezo elements are collocated with force trans-
ducers. If the force applied to the structure is measured, the measurement signal 
must be integrated and fed back in a positive feedback loop in order to produce a 
root locus being stable for all proportional gains. This active control scheme is called 
Positive Force Feedback (PFF). In order to avoid the problem of saturation for inte-
gral gains, the forgetting factor ε  should be introduced, which moves the controller 
pole from the origin slightly to the negative real axis 

 F

factorforgettingincluding
sensorforcewith

dampingactive

C G
s

gsG ⋅
+

⋅−=
43421

)(

1
)(

ε
 (32) 
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2.2.2.4 Notations 

Symbol Description Unit 

)(sG  transfer function - 

K  feedback gain - 

KC,M,  mass, damping, stiffness matrices - 

T  time constant s 

e  error - 

f  force N 

g  feedback gain - 

kcm ,,  mass, viscosity, stiffness kg, kg/s, kg/s2 

n  order - 

s  complex frequency variable - 

t  time s 

u  controlled input variable of the plant - 

wv,  measurement noise, disturbance - 

y  plant output variable - 

zzz &&&,,  displacement, velocity, acceleration m, m/s, m/s2 
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α  tuning factors for Lead / Lag elements - 

ε  forgetting factor - 

ω  circular frequency rad/s 

ζ  damping ratio - 

 

Superscripts Description 

T  transposed 

 

Subscripts Description 

C  controller 

D  derivative 

F  filter 

I  integral 

P  plant, proportional 

cl  closed-loop 

crit  critical 

f  filter 

i  mode number 

n  number of collocated actuator sensor pairs 

rf  roll-off 
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2.2.3 Optimal control 

Optimal controllers are state-feedback controllers which try to equalize the states to 
zero. The states are the state variables of the plant model that is represented in the 
so-called state space form. Hence, first, the state space representation of linear dy-
namic systems will be introduced. Then, the optimal control approaches such as Lin-
ear Quadratic Regulator (LQR) and Linear Quadratic Gaussian noise control algo-
rithm (LQG) will be described. 

 

2.2.3.1 State space representation 

The representation of any dynamic system in state space representation shall be 
explained on behalf of a single degree of freedom system (SDFS) subjected to the 
external control force f  and the external disturbance force w  (d’Azzo and Houpis 
(1995), Geering (1990)). The differential equation of the SDFS becomes 

 wfkzzczm +=++ &&&  (1) 

The following substitutions 

 
m

k
=0ω , 

mk

c

2
=ζ , fu =  (2)-(4) 

yield to the differential equation of a SDFS with resonance circular frequency 0ω  of 

the undamped SDFS and damping ratio ζ  

 
m

u
zzz =++ 2

002 ωζω &&&  (5) 

By introducing the state variables 
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the second order differential equation may be rewritten in state space representation 
(SSR) including only first order differential equations 
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In order to measure the vibration state of this SDFS, the following possibilities 
exist: 

• Measuring the displacement ( 1x ). 

• Measuring the velocity ( 2x ). 

• Measuring the acceleration ( 2x& ). 

According to the sensor type, the measurement equation including measurement 
noise v  looks as follows 

 vwuxy +⋅+⋅+⋅== ]0[]0[]01[1 x  (8) 
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 vwuxy +⋅+⋅+⋅== ]0[]0[]10[2 x  (9) 

 vwuxy mm +⋅+⋅+⋅−−== ][][]2[ 11
0

2

02 xζωω&  (10) 

The SSR of a any dynamic, linear, time-invariant system with several measured out-
put variables (MO: mixed output), one input variable (SI: single input), the unknown 
process/system w , and the measurement noise v  becomes in matrix notation (Fig. 
116) 

 wGBxAx ⋅+⋅+⋅= u&  (11) 

 vwHDxCy +⋅+⋅+⋅= u  (12) 

The SSR is called time-invariant if the system matrices A , B , C , D , G , and H  do 
not vary in time. Usually, the measurement noise is assumed to be a zero mean 
white noise signal. A white noise process is a mathematical idealization of a station-
ary random process, whose elements are completely uncorrelated in time. The matrix 
G  describes the local distribution of the process/system noise w . Besides modelling 
errors, it may include unknown, external forces and noise in the vector of the input 
variable. Modelling errors may result from: 

• neglected nonlinearities of the plant, 

• neglected very fast dynamics of the plant, 

• neglected very slow dynamics of the plant, and 

• neglected nonlinearities and dynamics of actuators and sensors. 

 

2.2.3.2 Linear quadratic regulator 

A full state feedback may be designed with an Optimal Linear Quadratic Regulator 
(LQR, d’Azzo and Houpis (1995), Geering (1990), Preumont (2002), Ribakov et al. 
(2003)). This feedback approach requires that all ( k ) state variables are known and 
therefore measurable. The goal in structural control often is to place the poles of the 
closed-loop system with LQ Regulator the way that the damping of the closed-loop 
structure is increased compared to the damping of the uncontrolled plant. 

x=Ax+Bu+Gw

w

v

u y
+x

C

D

+ +

H

+

dynamics of real plant real measurements

 
 -K

x=Ax+Bu+Gw

w

v

u y
+x

C

D

+ +

H

+

dynamics of real plant real measurements

regulator  

Fig. 116: State space representation of the 
plant. 

Fig. 117: Plant in SSR, all state variables meas-
ured, full state feedback with stochastic LQ Regu-
lator. 
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One distinguishes between stochastic and deterministic LQ Regulators, according to 
the fact if an unknown disturbance w  (assumed as white noise) is present or not. 
The stochastic LQ Regulator has to be designed for the following plant subjected to 
the white noise excitation w  with intensity W  

 wGBxAx ⋅+⋅+⋅= u&     with    Www T =⋅ ][E   

  (13), (14) 

Then, the full state feedback 

 xK ⋅−=u  (15) 

minimizes the performance index (cost functional in the case of deterministic LQR) 

 ][ uRuEJ T ⋅⋅+⋅⋅= xQxT  (16) 
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This example assumes one actuator, so u  and R  are scalar. The input weight factor 
R  and the factors iiq  are design parameters of the LQ Regulator. For large values of 

( )Rqii , the control output u  will be large and consequently force the plant rapidly 

into its equilibrium position. Thus, the tracking error will be small for large values of 
( )Rqii , but at the expense of large control effort. The state feedback, which is based 

on measurements, is not optimal due to the measurement noise v  

 yKxKvxIy ⋅−≅⋅−=⇒+⋅= u  (19), (20) 

Besides the regulator tuning parameters Q  and R , the design of the regulator matrix 
K  requires the knowledge of the system matrices A  and B . These matrices are 
based on the physical model of the real plant. Hence, they include modelling errors. 
In order to distinguish between the real plant behaviour and the model behaviour, the 
model matrices used for model-based controller design are indicated in the following 
with the index c  

 ),( Rf cc Q,B,AK =  (21) 

The resulting control system is a Single-Input-Mixed-Output System (SIMO, Fig. 
117), however, also MIMO (mixed input, mixed output), SISO (single input, single 
output), and MISO (mixed input, single output) are conceivable. As mentioned above, 
LQR design makes it absolutely necessary knowing all state variables, but almost in 
all practical cases, the state variable vector is not completely known. In this case, the 
state variables must be reconstructed using a model of the plant (Zhang and Ro-
schke (1999)). The procedure of full state reconstruction will be explained in the next 
subchapter. 
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2.2.3.3 Linear Quadratic Gaussian noise control 

Modelling the plant 

The procedure how to design a Linear Quadratic Gaussian noise control algorithm 
(LQG, d’Azzo and Houpis (1995), Christenson et al. (2001), Kim et al. (2003), Preu-
mont (2002)) will be explained on behalf of a beam model. It is subjected to a white 
noise process w  and the measured state variables include the measurement noise 
v . The one-dimensional finite element model (FE model) of a beam with displace-
ment z  perpendicular to the beam length and control force f  becomes 

 ffefefefefe ΛwΘzKzCzM +=++ &&&  (22) 

The SSR of this differential equation may be written with the following state variable 

 T

nnnn1nnnnn1n zzzzzz ]........[ 22 −−−−−−= &&&x  (23) 

This state vector x  has twice as many elements as nodal points ( nn ) of the FE 
model. For high spatial resolution, the order of the proposed SSR is fairly large (di-
mensions of SSR matrices large). Thus, the simulation of such an SSR would need 
large computing time. Moreover, vibrating modes with only a couple of nodal points 
per wave length may lead to “noisy” or scattering simulation results. In order to re-
duce simulation time and to avoid scattering effects, the original FE model may be: 

a) simulated with the Newmark integration method, which adds fictitious damping 
to higher modes and this way helps to dampen “vibrations” or “scattering” pro-
duced by higher modes with insufficient spatial resolution, or 

b) transformed from Cartesian coordinates into modal coordinates in order to 
truncate higher modes with insufficient spatial resolution. 

Since the Newmark integration algorithm is commercially available, the second 
method of coordinate transformation shall be described hereafter. 

The SSR in modal coordinates includes the displacements and velocities of the first 
mm  modes of the plant and not of all nn  nodal points of the original FE model. One 
method of transforming the FE model from Cartesian coordinates into modal coordi-
nates is the Galerkin method (Ni et al. (2000), Raja et al. (2002)) 

 )()()(),(
1

nnmmrtqtrz i

mm

j

jjii <⋅≅∑
=

ϕ  (24) 

The shape functions may be approximated by sinusoidal functions 

 ( ){ }beamiij Lrjr ⋅⋅= πϕ sin)(  (25) 

The resulting beam model in modal coordinates becomes 

 fmmmmm ΛwΘqKqCqM +=++ &&&  (26) 

with the plant’s matrices in modal coordinates 

 fe

T

mfe

T

mfe

T

mfe

T

mfe

T

m ΛΦΛ,ΘΦΘ,ΦDΦD,ΦCΦC,ΦMΦM =====

 (27)-(31) 

and the transformation matrix 
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The beam model may take the first m  modes into account. The according state vari-
able vector becomes 

 T

mmm2m1mmmm2m1m qqqqqq ]........[ −−−−−−= &&&x   

  (33) 

Assuming that process noise w  and measurement noise v  are white noise proc-
esses with intensity matrices 0≥W  and 0>V , and for the case that all nodal ac-
celerations are measured, then the state and measurement equations for one actua-
tor (u  is scalar) become 

 wGBxAx ⋅+⋅+⋅= u&  (34) 

 vwHDxCy +⋅+⋅+⋅= u  (35) 

with 

 
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Full state reconstruction 

Since it would be too expensive or simply not feasible to measure all state variables 
because they are not available, the idea is to reconstruct the full state vector by a 
model of the plant (model matrices indicated by index c ). The state reconstruction of 
the plant with the process and measurement noise described above is realized by the 
observer of the form 

 ( )uu redcredccc ⋅−⋅−⋅+⋅+⋅= −− DxCyLBxAx ˆˆ&̂  (42) 

Here, L  is the observer gain matrix, which is chosen the way that the difference be-
tween true state x  and estimated state x̂  converges to zero 

 0ˆ →−= xxe  (43) 

If L  is chosen the way that the error covariance matrix is minimized, the designed 
observer is called minimum variance observer or steady-state Kalman-Bucy Filter 
(KBF, Geering (1990)). 

In order to design the observer gain matrix L , model matrices must be available and 
the intensities of process and measurement noise must be assumed. The observer 
gain matrix is defined by the following input data 
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 ( )][],[],[, TTT
vwvvwwH,C,G,AL ⋅⋅⋅= −− EEEf redcredccc   

  (44) 

Since only some of the nn  nodal accelerations are measured, the system matrices 
C , D , and H  must be reduced to those columns where the sensors are located 

 ( ) ( ) ( )modesofnumbernodesofnumberdimension c ⋅×= 2C   

  (45) 

 ( ) ( ) ( )modesofnumbersensorsofnumberdimension redc ⋅×=⇒ − 2C   

  (46) 

 ( ) ( ) 1×= nodesofnumberdimension cD  (47) 

 ( ) ( ) 1×=⇒ − sensorsofnumberdimension redcD  (48) 

 ( ) ( ) 1×= nodesofnumberdimension cH  (49) 

 ( ) ( ) 1×=⇒ − sensorsofnumberdimension redcH  (50) 

Process and measurement noise must be assumed. Hence, they may be seen as 
observer design parameters (Kim et al. (2003), Sadri et al. (2002)). If measurements 
of, e.g., the disturbance forces and some nodal velocities are available, the intensi-
ties of process and measurement noise may be estimated from the alternating signal 
parts (AC) of these measurements. In this example, the measurement noise is as-
sumed to count for 5% of the maximum value 

 ( )( )mea

T
wACwwE var][ ≈⋅  (51) 

 ( )( )mea

T
zACvvE &⋅≈⋅ 05.0var][  (52) 

Regulator design 

The full state feedback (single actuator) 

 xK ˆ⋅−=u  (53) 

minimizes the performance index 

 ][ uRuEJ T ⋅⋅+⋅⋅= xQxT  (54) 

Besides the system matrices cA  and cB , the regulator gain matrix requires the state 

weight factor Q  and the input weight factor R  (single actuator) as regulator design 
parameters 

 ),( Rf cc Q,B,AK =  (55) 
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  (56), (57) 

The value of R  may be set to 1 because the observer design only depends on the 
ratio of Rqii / . 

When designing the regulator, the following rule of thumb should be respected 
(Preumont (2002)): For every mode to be damped, the ratio of Rqii /  should be cho-

sen the way that the negative real part of the observer pole is approximately 2-6 
times larger than the negative real part of the corresponding regulator pole. The rea-
son for this rule is that regulator poles are the poles of the closed-loop structure or, in 
other words, of the controlled plant (Fig. 118). Considering that large negative real 
parts of observer poles imply that estimation errors decay faster than the relevant 
dynamics of the plant, then, the reconstructed state variables follow closer the actual 
true state variables. Thus, small values of Rqii /  will produce a state estimate of high 

accuracy but with the drawback of increased tracking error. The ratio Rqii /  is the 

regulator tuning variable for the controller designer in order to find the desired com-
promise between tracking and estimation error. The example of pole placement de-
picted in Fig. 119 is the result of the following control requirements: 

• The control target is to damp the first four structural modes. 

• The observer poles should be at least 4 times “faster” than the regulator 
poles. 

• If only the first four modes (control target) were observed, the estimated vibra-
tion state would be falsified due to the influence of the higher modes (5-…) of 
the real plant on the actual vibration state. However, a falsified state estimate 
leads to a non-optimal or even wrong state feedback and therefore to a dete-
riorated control performance. Hence, higher modes than only the controlled 
ones should be observed. The effect that unobserved modes falsify the state 
estimation and evoke a false state feedback is called spillover instability. The 
fact that the state estimation may only be based on a model of the plant is in-
dicated again by the index c  of the system matrices (Fig. 118). In the exam-
ple shown here, the first eight modes are observed, although only the first 
four modes are to be controlled (damped). 

• The matrix Q  weights the modal state variables (Johnson et al. (1999)). 
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Fig. 118: Real plant with full state observer and 
regulator. 

Fig. 119: Observer and regulator design. 

 

Discrete-time control algorithm 

For the implementation of control algorithms, nowadays, it is common to transform 
the algorithm into the discrete time domain. This enables to run the algorithm a de-
fined clock rate (controller frequency). The algorithm is written in commercially avail-
able software which can be programmed on the host PC. The use of a PC makes it 
possible to adjust controller parameters on site. For real-time control, the software 
has to be downloaded on either a real-time controller box or on a PC real-time card. 
This is the normal procedure as long as the control algorithm is within the develop-
ment process. 

In the case of LQG control, the control algorithm consists of the following three steps: 
The measurement update at the time k , the extrapolation step from time k  to 
( )1+k , and the step of state feedback (discrete-time system matrices indicated by 

index dt ) 

 ( )][]1|[ˆ][]1|[ˆ]|[ˆ kukkkkkkk dtredcdtredcdt ⋅−−⋅−⋅+−= −−−− DxCyMxx

 (58) 

 ][]|[ˆ]|1[ˆ kukkkk dtcdtc ⋅+⋅=+ −− BxAx  (59) 

 [ ] [ ]kkku dt |x̂K ⋅−=  (60) 

The estimated measurements become as follows 

 [ ] [ ] ][|ˆ kukkk dtredcdtredcc ⋅+⋅= −−−− DxCy  (61) 

The discretization may be realized using the Tustin approximation. Since the meas-
urements [ ]0=ky  at time 0=k  already exist, the observation starts with a meas-
urement update, followed alternating by an extrapolation step and measurement up-
date (Geering (1990)). 
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Semi-active control 

When controlling a structure using semi-active control devices such as, e.g., magne-
torheological and electrorheological fluid dampers, the regulator should feed its out-
put to the damping device only if structural energy shall be dissipated. Otherwise, if 
the state feedback desires active forces, the regulator output should be set to zero 
(Ying et al. (2002)), because semi-active devices cannot produce power (Fig. 120). 
This switching is called “clipping” of the control force which ends up in high frequency 
excitation and the fact that the clipped control force is not optimal anymore. 

 

Fig. 120: Schematic operating range of magnetorheological fluid dampers. 

 

The decision, if the regulator output is an active or passive force, may be based on 
the measured or estimated structural velocity at the position of the semi-active con-
trol device 
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 (62) 

The force of magnetorheological and electrorheological fluid dampers, which repre-
sent often used semi-active control devices in the field of structural control, is not 
only limited by the maximum damper force but also by the residual friction at zero 
command input (Fig. 120). Hence, the optimum control force is not only constraint by 
the decision between active and dissipative forces but also by the limited operating 
range of magnetorheological and electrorheological fluid dampers. Not all desired 
forces, which are dissipative, may be tracked due to the limited damper’s operating 
range. This may be seen as a “secondary” clipping. 
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2.2.3.5 Notations 

Symbol Description Unit 

HGDCBA ,,,,,  matrices of SSR - 

C  damping matrix - 

0I,  identity matrix, matrix of zeros - 

J  performance index / cost functional - 

K  stiffness matrix, regulator gain matrix - 

L  observer gain matrix - 

L  length m 

M  mass matrix, diskrete-time observer gain matrix - 

Q  state weight matrix - 
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R  input weight factor - 

V  intensity matrices of measurement noise - 

W  intensity matrices of process noise - 

Φ  transformation matrix - 

Λ  distribution vector of control forces - 

Θ  distribution vector of disturbance forces - 

c  viscosity kg/s 

e  error vector - 

f  force; function N; - 

k  discrete-time variable; stiffness -; kg/s2 

m  mass kg 

mm  number of modes - 

nn  number of nodal points - 

q  only time-dependent vector of modes - 

r  Cartesian coordinate in the direction of the beam m 

t  time s 

u  controlled input variable of the plant N 

var  variance - 

v  vector of measurement noise - 

w  vector of disturbance - 

x  vector of state variable - 

x̂  vector of estimated state variable - 

y  vector of plant output variable - 

z  displacement m 

ϕ  mode shape - 

0ω  fundamental circular frequency of undamped structure

  rad/s 

ζ  damping ratio - 

 

Superscripts Description 

T  transposed 

 

Subscripts Description 

c  controller 

dt  discrete-time 
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est  estimated 

fe  finite element model 

m  mode, modal coordinates 

mea  measured 

mm  number of modes 

n  nodal point 

nn  number of nodal points 

red  reduced 

sa  semi-active 

u  controlled input variable of the plant 
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2.2.4 Other control algorithms 

This chapter will give a brief introduction in fuzzy control and neural network control 
representing linear control approaches that are used fairly often in the field of struc-
tural control. Sometimes, they are used in combination with control approaches de-
scribed in the previous chapters. 

 

2.2.4.1 Fuzzy control 

Fuzzy control represents an alternative control approach to the classical control the-
ory which relies on the mathematical formulation of the plant (Liu et al. (2002)). The 
classical control strategies have been widely used for systems that may be approxi-
mated by linear, time-invariant models. However, these control strategies are rarely 
implemented for non-linear, time-variant, complex systems including noisy measure-
ments. Here, fuzzy control may have its advantages. 

The main idea of fuzzy control is to build a model of an expert operator who is capa-
ble of controlling the plant without thinking in mathematical terms. The person con-
trols the plant by a set of linguistically expressed rules that result from the a priori 
know-how of the physics of the plant. Some characteristics of fuzzy logic may be 
listed here: 

• Fuzzy logic is conceptually easy to understand. 

• Fuzzy logic is tolerant of imprecise data. 

• Fuzzy logic can model nonlinear functions of arbitrary complexity. 

• Fuzzy logic is able to match any set of input-output data. This process is 
made particularly easy by adaptive techniques. 

• Fuzzy logic can be built on top of the experience of experts. 

• In direct contrast to neural networks, which take training data and generate 
opaque, impenetrable models, fuzzy logic relies on the experience of people 
who already understand the plant. When fuzzy control is called adaptive fuzzy 
control, then neural networks are used for the update of the implemented 
rules. 

• Fuzzy logic can be blended with conventional control techniques and it does 
not necessarily replace conventional control methods. In many cases, fuzzy 
control systems augment them and simplify their implementation. 

• Fuzzy logic is based on natural language. 
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Fig. 121: Inverted pendulum on a cart. Fig. 122: Structure of a fuzzy controller. 

 

Developing a fuzzy controller for the stabilization of the pendulum in the upper position using 
a motor-driven cart (Fig. 121) shall demonstrate how fuzzy control may work. The linearized 
equations for small angles and small angular velocities become 

 ( ) ααα gmfxmfgmmLm 21211 , −=−+= &&&&  (1), (2) 

The fuzzy controller (Fig. 122) may be designed based on the measured angle and angular 
velocity 

 [ ]Tαα &,=y  (3) 

Assuming a person should stabilize the inverted pendulum, the rules for pushing and pulling 
the cart may be similar to the fuzzy rules as following: 

• If the angle is “slightly to the left” (SL) and the angular velocity is “moderate to the 
right”, then do not move the cart, i.e., the force shall be zero (Z). 

• If the angle is “moderately to the left” (ML) and the angular velocity is “zero” (Z), then 
move the cart moderately to the left, i.e., the force shall accelerate the cart moder-
ately to the left (ML). 

• … 

All rules for balancing the pendulum in the upper position are listed in Table 7. Each rule 
takes the two input variables, measured angle and measured angular velocity, and produces 
the output variable force, which drives the cart. The rules are IF-THEN rules, connected by 
logical operators such as AND, OR, and NOT. The resulting five membership functions for the 
example described here are: “moderately to the left“ (ML), “slightly to the left“ (SL), “zero 
force“ (Z), “slightly to the right“ (SR), and “moderately to the right“ (MR). 
 

Table 7: Possible fuzzy rules for inverted pendulum. 

force α& =ML α& =SL α& =Z α& =SR α& =MR 

α =ML ML ML ML ML SL 
α =SL ML ML SL Z Z 
α =Z SL SL Z SR SR 
α =SR Z Z SR MR MR 
α =MR SR MR MR MR MR 
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The fuzzy controller may be divided into the following three steps: 

1. Fuzzification: All measured variables are transformed to the degrees of mem-
bership µ  (Fig. 123 left). For this step, the range of each measured variable 
must be divided into sections. 

2. Inference: According to the actual fuzzy variables, the corresponding rules 
are applied using the fuzzy operations for the logic operators, such as AND, 
OR, and NOT (Table 8). The implication method limits the membership func-
tion according to the degree of truth (minimum method, Fig. 123 middle). The 
result of the inference step is the aggregated membership function of the out-
put variable (maximum method), in this case, the cart force. 

3. Defuzzification: The most common defuzzification method is the centroid cal-
culation, which returns the centre of area under the aggregated curve (Fig. 
123 right). The position of the centre defines the value of the output variable, 
in this case the value of the force applied to the cart. 

 

Table 8: Fuzzy logic operations. 

AND OR NOT 
min max additive complement 

 

2.2.4.2 Neural network control 

Generally, neural networks are models of static and dynamic structures that are not 
based on physical relations but consist on mathematical functions, whose coefficients 
result from “learning” or “training” using measurement data (Fig. 124). Besides the 
varied coefficients, also the functions itself and the structure of the neural network 
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Fig. 123: The steps of fuzzification, inference, and defuzzification. 
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may be varied. Once the structure and the functions are chosen, the neural network 
is trained by adjusting the coefficients using measured input data as long as the error 
between model output (output of the neural network) and the target data (measured 
plant output) is smaller than the desired error (Fig. 124). 

neural network

(including connections,

called weights,

bewteen neurons)

input data

(measured

plant input)

output data

('simulated'

model output)

compare

(error)

target data

(measured

plant output)

adjusting weights until error < errormax  
Fig. 124: Black box identification by training of neural networks. 

 

Neural networks consist of neurons working in parallel and of several layers working 
in series (Fig. 125). The coefficients of the neurons are the weight factor w  and the 
bias factor b , which scale the input i . The result n  passes the transfer function f . 
Typical transfer functions (TF) may be: 

• Hard limit TF, symmetric hard limit TF. 

• Log sigmoid TF. 

• Positive linear TF, linear TF. 

• Saturation TF, symmetric saturation TF. 

• Hyperbolic tangent sigmoid TF. 

• Triangular basis TF. 

• … 

Several neurons together build one layer (Fig. 125). The number of neurons of each 
layer depends on the design of the neural network. One layer includes the same type 
of transfer function which must be assumed by the neural network designer. The 
choice of the type of transfer functions depends on the a priori know-how of the de-
signer about the plant behaviour. Several layers together build one neural network. 

Due to the black-box characteristics of neural networks, they may be the preferable 
modelling approach for non-linear, complex systems where physically based models 
lack. Within the field of structural control, neural networks are often used in order to 
replace a state estimator since state estimators often are based on rather simple fi-
nite element modelling approaches and therefore modelling errors may be too large 
(Xu et al. (2003a), Xu and Shen (2003b)). Then, using vibration measurement data of 
the target civil structure, a neural network may be trained in order to have a state 
estimator of high accuracy available for structural control. 
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2.2.4.4 Notations 

Symbol Description Unit 

L  Length m 

b  bias factor - 

c  viscosity kg/s 

f  force; transfer function N; - 

g  gravitational acceleration m/s2 

i  layer input variable, layer output variable - 

k  stiffness kg/s2 

lw  weight factor - 

m  mass kg 

n  neuron output variable - 
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Fig. 125: Neural network consisting of neurons (weights and transfer function) and layers. 
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o  layer output variable - 

u  controlled input variable of the plant - 

w  disturbance N 

y  vector of plant output variables - 

x  displacement m 

α  angle rad 

µ  degree of membership - 

 

Superscripts Description 

T  transposed 

k  number of layers 

 

Subscripts Description 

R  number of input variables of the first layer 

Sj  number of neurons of layer j  
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3 VIBRATION ISOLATION 

The first subchapter presents passive isolators, whereas the second subchapter de-
scribes the concept of active vibration isolation. 

 

3.1 Passive vibration isolation 

3.1.1 Theoretical background 

The goal of vibration isolation is to mitigate vibrations by reducing the mechanical 
interaction between the vibration source and the structure, equipment etc. to be pro-
tected. The general approach is to insert secondary mechanical components (anti-
vibration mounts) between the vibration source and the receiver with the objective to 
avoid any state of significant excitation in the system. The concept of vibration isola-
tion is illustrated in Fig. 126. A single degree of freedom system whose mass repre-
sents a structure, an equipment etc. is connected to a base support through an isola-
tor. Generally, in vibration isolation, two cases are considered. In the first, the isolator 
protects the base support from the effects of dynamic force )(tFS  acting directly on 

the supported structure. The goal of vibration isolation is to reduce the force )(tFT  
transmitted to the support. In the second case, the isolator protects the structure from 
the motion )(tuS  of the base support. The goal is to reduce the absolute or relative 

displacement )(tuT  respectively )()( tutu ST −  of the structure. The performance of 

an isolator is usually characterized by the transmissibility. It is defined by the ratio of 
the magnitude of the item (displacement, velocity, force etc.) transmitted by the isola-
tor with respect to the magnitude of the exciting item. 

A mechanical isolator is generally implemented as a system consisting of masses, 
springs and dampers. A simple model of an isolator consists of a linear spring and 
dashpot acting in parallel. For this isolator model, the transmissibility of the force FT  
for harmonic force )(tF  acting on the structure is given by 
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Fig. 126: Schematic representation of vibration isolation systems. Left: Isolation reducing the effects of 
the excitation force acting on the structure. Right: Isolation reducing the effects of a forced excitation of 
the support. 
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The absolute displacement 
transmissibility uT  for a har-

monic forced displacement 
)(tuS  at the support is de-

scribed by exactly the same 
function as FT . The force 

transmissibility FT  is illus-
trated in Fig. 127 for different 
damping ratios. This Figure 
shows that a significant reduc-
tion of the force as well as 
displacement amplitude is 
achieved for excitation fre-
quencies being greater than 
natural frequency of the sys-
tem. The application of this 
observation in vibration isola-

tion is called low frequency tuning. It is characterized by selecting the natural fre-
quency of the system to be significantly smaller than the main frequency content of 
the vibration source. Remarkably, in low frequency tuning, increasing the damping of 
the system does not improve the effectiveness of the isolation system. 

An alternative vibration isolation approach consists in high tuning: The natural fre-
quency of the system is chosen to be much greater than the main frequency content 
of the vibration source. In this approach, the amplitude of the transmitted force or 
displacement is similar to the amplitude of the excitation force or displacement. 
Therefore, no significant reduction can be achieved. However, high tuning reduces 
the risk of amplification due to resonance effects. In high tuning, the effect of damp-
ing is completely negligible. Similar transmissibility properties are obtained for non-
viscous type of damping (Den Hartog (1931), Kelly (1997)). 

Vibration isolation of equipment is a well established technology. Its theory and prac-
tice are covered in many books and a vast number of papers (e.g. Beranek and Vér 
(1992), Snowden (1979)). The first building to be isolated from ground-born vibration 
was situated directly above a station of the London Underground (Derham et al. 
(1975)). Now, the use of vibration isolation for entire building from rail traffic is be-
coming a common practice (Crockett (1982), Derham and Thomas (1980), Grooten-
huis and Crockett (1978), Grootenhuis (1982)). 

 

3.1.2 Design issues 

3.1.2.1 Low tuning 

Low tuning is the standard approach in vibration isolation because of its high effec-
tiveness. The effectiveness increases by reducing the natural frequency of the iso-
lated system with respect to the dominant frequency content of the excitation force. 
Therefore, the lowest possible frequency ratio should be addressed. However, in 
practice, the low tuning of natural frequency is mainly limited by displacement or ve-
locity restrictions. In vibration isolation of manufacturing machines, production re-
quirements usually restrict the softness of the isolation to avoid too large displace-
ments under dead loads. The criteria provided by machine manufacturers have to be 
considered in the design process. The effect of all degrees of freedom (translational 
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Fig. 127: Force transmissibility for an isolator consisting of a 
linear spring and dashpot acting in parallel for different damp-
ing ratios. 
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and rotational as well as) has to be considered in the design in order to avoid unac-
ceptable parasitic vibrations induced by the isolation devices. 

Special attention has to be paid for start-up and shut-down of machines. During 
these operations, the dominant excitation force frequencies may meet for a certain 
time period the natural frequency of the secondary system producing significant dy-
namic displacements. These displacements have to be controlled either by additional 
vibration control devices or by a sufficiently fast start-up and shut-down operation. 

 

3.1.2.2 High tuning 

High tuning is usually applied when low tuning turns out to be impractical. High tuning 
is mainly applied in isolating machine vibrations when low tuning fails to meet pro-
duction requirements because of a too soft secondary system. The main design is-
sue is to provide the secondary system with a natural frequency being much larger 
than the highest relevant excitation force components. Detailed information about the 
frequency spectrum of excitation forces is mandatory for a correct tuning. If this in-
formation is partially missing, a safety factor reflecting these uncertainties may be 
included when specifying the natural frequency of the secondary system. Generally, 
in high tuning, start-up and shut-down of a machine is of little concern. 

 

3.1.2.3 Base isolation 

Base or seismic isolation of a complete structure is based on a low tuning concept 
(Kelly (1997)). However, because of the high energy involved during earthquake mo-
tion, several specific aspects have to be considered in the design process. The most 
important requirements for base isolation bearings concern the lateral flexibility and 
energy dissipation during earthquake loading as well as rigidity under dead loads and 
low level horizontal loading (e.g. wind). Shear and axial stiffness, damping properties 
of rubber bearing are usually provided by the manufacturer.  

The period of vibration of the based isolated structure is designed to be significantly 
greater than the period of natural frequency of the non-isolated structure as well as 
the dominant period of excitation of earthquake motion. For structures with regular 
shape, the fundamental frequency of the isolated structure can be roughly estimated 
by the formula 

 
k

m
f

π2

1
=  (2) 

where m  is the total mass of the building and k  is the shear stiffness of the rubber 
bearing. 

 

3.1.3 Testing and validation 

The testing and validation of vibration isolated structures are usually done under op-
erational conditions. In vibration isolation for machine induced vibrations, the tests 
are done by running the machines under the relevant operational conditions. The 
vibrations under start-up and shut-down procedures of the machines should also be 
recorded. 

For base isolated structures, ambient vibration tests are the cheapest method to vali-
date the design for low level horizontal loadings. An experimental validation of high 
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level loading scenarios is in most cases not feasible. A long term continuous monitor-
ing system may be able to provide information for validation. 
 

 
 

Fig. 128: Rubber bearing applied for base isola-
tion. 

Fig. 129: Shear displacement test of a rubber 
bearing for base isolation. 

 

3.1.4 Implementation 

The vibration isolation devices used in vibration isolation comprise steel springs, 
elastomeric and natural rubber pads as well as air suspension systems. These de-
vices differ considerably with respect to size, mass, stiffness and operating fre-
quency. 

For vibration isolation of machines, the vibration isolation devices may be mounted 
directly under the machine. Mounting machines on a base is suitable for large dy-
namic forces, strongly asymmetrical machines or machines with a small mass to 
avoid a too soft support. The mass of the base should be very stiff and exceed sig-
nificantly the mass of the machine (up to a ratio of 8:1). A large base mass reduces 
significantly the dynamic displacements of the secondary system. For vibration isola-
tion in existing structures, the mass of the base may be limited by the strength of the 
supporting structural elements. 

In base isolation of structures, natural rubber bearings are the most widely used de-
vices. Such bearings consist of layers of rubber sheets bonded on steel plates (Fig. 
128). The steel plates constrain the lateral deformation of the relative soft rubber un-
der vertical dead loads. The vertical stiffness of rubber bearings are several order of 
magnitude greater than the horizontal stiffness. The lateral flexibility of bearings is 
tested under extreme displacements (up to 500% shear strain, Fig. 129). 
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3.1.6 Notations 

Symbol Description Unit 

F  force N 

T  force transmissibility N 

f  frequency Hz 

u  displacement m 

ζ  damping ratio of isolated system - 

 

Subscripts Description 

S  excitation 

T  transmitted 

f force 

u displacement 
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3.2  Active vibration isolation 

3.2.1 Scope 

Vibration isolation may be necessary for the following two general cases: 

• Operating systems, such as engines, turbines etc., generate oscillatory forces 
which may excite the supporting structure (Fig. 130 i)). The target is isolating 
the support structure from the vibrating system in order to guarantee that, 
e.g., the driver in a passenger car may not be disturbed by the vibrations of 
the engine. 

• A measurement device, such as an optical sensor, or a high precision milling 
machine may only work properly when it does not vibrate. Thus, vibrations of 
the support structure connected to these sensitive devices have to be isolated 
(Fig. 130 ii)). 
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Fig. 130: i) Operating system (1) generating disturbance forces. ii) Sensitive device (1) excited by vibrat-
ing support structure (2). iii) Active vibration isolation with velocity feedback and force actuator (“skyhook 
damper”). 

 

For these two cases, the vibrating system is called “dirty body”, the system to be iso-
lated “clean body”, and the entire system passive isolator. The disturbance or excita-
tion force may be known (deterministic) or unknown (stochastic). Deterministic dis-
turbances, e.g., produced by a rotating engine, may be isolated by feed forward con-
trol. Stochastic disturbances are typical for, e.g., earthquake excitations, wind load-
ing, and any other random impact. Then, active vibration isolation requires feedback 
control, which will be described in the following, starting with the passive case of vi-
bration isolation. 

 

3.2.2 Passive isolator 

In order to develop the control law for the active isolator, we start with the mathe-
matical description of the passive isolator. The governing equations of the system i) 
in the time and Laplace domain become (Geering (1990)) 

 { } )()( 11

2

111111 sFkcsmssZfkzzczm =+⋅+⋅⋅⇔=++ &&&  
  (1) 
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 { } )()( 21211 sFkcssZfkzzc =+⋅⋅⇔=+&  (2) 

Combining these two equations, the transmissibility from the disturbance force to the 
force acting on the clean body yields 
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The transmissibility from the disturbing displacement to the displacement of the clean 
body in the time and Laplace domain becomes 
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The identical forms of the two transmissibility equations demonstrate that the two 
isolation problems may be treated in the same way. The transmissibility or transfer 
function is analyzed in the Bode Diagram (Fig. 131). The magnitude of the transfer 
function is depicted for different values of the damping ratio ζ  (Hamm (2002), Weber 
(2002)). The diagram points out: 

• The region of amplification is below the critical frequency of 02ω , the sec-

tion above represents the region of attenuation. 

• The passive isolator shows a sufficient “roll-off” behaviour of -40 dB/dec only 
for the undamped case, where the transmissibility is proportional to 21 s  for 
high frequencies, but low damping results in large amplitudes around the 
natural frequency of the spring-mass-system. 

• Increasing the damping may reduce the amplitudes around resonance fre-
quency of the passive isolator but leads to a “roll-off” behaviour of only -20 
dB/dec due to the transmissibility being proportional to s1  for high frequen-
cies. A decay rate of -20 dB/dec may not be sufficient for damping vibrations 
of high frequencies. 

As a result, the ideal isolator should show high damping below the critical frequency 
for reduction of the resonance peak of the isolator and low damping above the critical 
frequency in order to suppress vibrations of high frequencies. Such a frequency de-
pendent damping may only be realized by an active isolator, which consists of a 
feedback controlled actuator instead of the dash-pot element only (Fig. 130 iii)). 
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Bode Magnitude Diagram
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Fig. 131: Magnitude of transmissibility for different 
damping ratios. 

Fig. 132: i) Velocity feedback for flexible clean 
body. ii) Force feedback for flexible clean 
body. 

 

3.2.3 Active isolator 

3.2.3.1 Velocity feedback 

The equation of motion of the clean body (the equation of the dirty body is not of in-
terest) including the dash-pot for the active isolator of Fig. 130 iii) is 

 ( ) ( ) afzzkzzczm =−+−+ 212111
&&&&  (6) 

If we assume a sensor signal being proportional to the actual velocity at actuator lo-
cation, this signal may be used within a negative feedback for the control of the ac-
tuator force in order to control the damping of the clean body. The equation of motion 
becomes 
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Since the control force is proportional to the absolute velocity of the clean body (Fig. 
130 iii)), this control approach is also called “skyhook” damper (Lee and Jeon (2002), 
Preumont (2002)). Assuming the influence of the constant dash-pot on the overall 
damping may be negligible compared to the influence of the controlled force actuator, 
the transmissibility becomes 
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 (8), (9) 

From the equation above, the value of the feedback gain g  for critical damping 1=ζ  
is readily visible 
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The resulting properties of the optimally tuned active isolator are summarized in 
Table 9. In order to guarantee a sufficient good “roll-off” performance of the active 
isolator, a constant viscous damper should be omitted if possible. 

Table 9: Properties of critically damped active isolator. 

Feedback gain for critical damping [-
] 

Corner frequency 
[rad/s] 

Decay rate 
[dB/dec] 

( )
1mk21ζg ⋅==  10 mk=ω  -40 

 

3.2.3.2 Force feedback 

Velocity feedback for active isolation may be realized using an accelerometer and 
integrating the measurement signal. Since the acceleration of the clean body is pro-
portional to the total force acting on the clean body 

 ( ){ }21

1

1

1
zzkf

m
z a −−⋅=&&  (11) 

active isolation may also be realized by negative feedback of the total force (Fig. 132 
ii), without flexible appendix, dash-pot omitted). The feedback gain is different com-
pared to acceleration measurement. The transfer function of the resulting open-loop 
is identical to that described above. The control law for the force actuator with total 
force measurement and additional filter becomes 

 Fmeaa Gf
s

g
f ⋅⋅−=  (12) 

For clean bodies of, e.g., some tons, the main advantage of force feedback is that 
the values of the total force are more or less within the range of commercially avail-
able force sensors. In contrast, the values of accelerations that result from such 
clean bodies are very small. Accelerometers with high sensitivity for such small ac-
celerations are hardly commercially available. 

 

3.2.3.3 Flexible clean body 

The clean body was assumed to be rigid for velocity and force feedback as well. 
Then, velocity and force feedback end up in the same open-loop behaviour. How-
ever, if the clean body is flexible (Fig. 132 i) and ii)), velocity and force feedback may 
produce different Root Loci of the open-loop depending on the mass 3m  assumed for 

the flexible appendix of the clean body: 

• Mass 3m  small compared to 1m : The flexible appendix behaves much more 

rigid than the isolation system. Force and velocity feedback show a stable 
Root Locus for the two modes. 

• Mass 3m  large compared to 1m : The Rot Locus of force feedback is still sta-

ble, whereas the Root Locus of velocity feedback shows an unstable loop for 
the mode of lower frequency. However, in reality, this control loop may work 
still stable due to the structural damping, which - neglected in the example 
here - moves the unstable loop into the left half plane. 
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3.2.5 Notations 

Symbol Description Unit 

)(sF  Laplace transform of )(tf  - 

G  transfer function - 

)(sZ  Laplace transform of )(tz  - 

c  viscosity kg/s 

f  force N 

g  feedback gain - 

k  stiffness kg/s2 

m  mass kg 

s  complex frequency variable - 

z  displacement m 

0ω  fundamental circular frequency of the undamped structure

  rad/s 

ζ  damping ratio - 

 

Subscripts Description 

F  filter 

a  actuator 

mea  measured 


